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Meeting Overview

SATURDAY JULY 19, 2008

13:00 – 23:00  Registration (lobby)
17:00 – 23:00  Opening reception (Crystal Ballroom)

SUNDAY JULY 20, 2008 
8:15   Registration (Mayfair Ballroom)
9:00   Welcome: Ranu Jung (OCNS President) and Patrick Roberts (Local Organizer)
9:10   Invited Talk: John Rinzel 
10:10   Break

10:40  Oral Session 1: System Dynamics
12:00   Lunch Break (Program Committee meeting, Parliament 1)
14:00   Invited Talk: Upinder Bhalla 

15:00   Break
15:30  Oral Session 2: Network Properties

16:50   Funding Opportunities (D. Glanzman, K. Whang, Y. Liu)
  Dinner Break (17:20-18:20: Board Meeting, Parliament 1)
19:00-22:00  Poster Session I, P1-P80 (Crystal & Parliament Rooms, open until midnight)

MONDAY JULY 21, 2008 

8:30   Registration (Mayfair Ballroom)
9:00   Announcements: (Mayfair Ballroom)
9:10   Invited Talk: Avrama Blackwell 

10:10   Break
10:40  Oral Session 3: Cellular Mechanisms

12:00   Lunch Break  (Board meeting, Parliament 1)
14:00  Special Invited Lecture:  Erik De Schutter

15:00-18:00  Poster Session II, P81-P158 (Parliament and Crystal, open until midnight)
19:00   Banquet

TUESDAY JULY 22, 2008 
8:30  Registration (Mayfair Ballroom)
9:00   Announcements: (Mayfair Ballroom)
9:10  Invited Talk: Victor Derkach 
10:10   Break

10:40  Oral Session 4: Synaptic Mechanisms
11:40   General Business Meeting

12:00   Lunch Break

14:00   Invited Talk: Akihiro Kusumi 
15:00    Break

15:30  Oral Session 5: Learning and Plasticity
16:30   Closing, Awards, Announcement of next year's meeting

19:00  CNS*2007 Party (Lola’s Room, McMenamins)

WEDNESDAY/THURSDAY JULY 23/24, 2008 

9:00-5:00   Workshops (Center for Health & Healing, OHSU)
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Welcome and Acknowledgements

The international Computational Neuroscience meeting (CNS) has been a premier forum for 
presenting experimental and theoretical results exploring the biology of computation in the 
nervous system for the last 17 years.  The meeting is organized by the Organization for 

Computational Neurosciences (OCNS), a non-profit organization governed by an international 
executive committee and board of directors.  A separate program committee is responsible for the 
scientific program of the meeting.  Participants at the meeting are from academia and industry.  
The meeting not only provides a venue for research presentation and discussion by senior 
scientists, but actively offers a forum for promoting and supporting young scientists and students 
from around the world.

Welcome to the 17th annual Computational Neuroscience Meeting (CNS*2008) held in Portland, 
Oregon, USA from Saturday July 19 to Thursday July 24, 2008.  The meeting consisted of a 
welcome reception, three days of oral and poster sessions, a banquet, and two days of 
workshops.  The main meeting is held at the Benson Hotel in downtown Portland.  This year the 
meeting includes several invited talks linking systems biology and computational neuroscience. 
These talks focus on the use of computational models to examine the role of sub-cellular 
processes in memory and synaptic plasticity. In addition, Erik De Schutter discusses the 
relationship between computational neuroscience and systems biology and the future of 
computational neuroscience in a special lecture "Computational Neuroscience and Systems 
Biology: the Past, the Now and the Future".

Abstracts for the meeting were submitted in early February.  Those authors wanting an oral 
presentation also submitted an extended summary of their work.  The abstracts were reviewed by 
the Program Committee and each extended summary was additionally reviewed and scored by 
three independent reviewers.  In the end 173 papers were accepted for the meeting.  The review 
comments and scores for the extended summaries were used by the Program Committee to 
construct the final oral and poster programs.  

The abstracts for this year’s presentations are published online. These abstracts represent a 
sampling of some of the exciting work being done today, often by young researchers, in the field 
of Computational Neuroscience.

CNS*2008 Program Committee:  Bill Holmes, Chair (Ohio University), Don Johnson, Incoming 
Chair (Rice University), Victoria Booth (University of Michigan), Sharon Crook (Arizona State 
University), Markus Diesmann (RIKEN), Alex Dimitrov (Montana State University), Jeanette 
Hellgren-Kotaleski (Karolinska Institute), Tay Netoff (University of Minnesota), Hiroshi 
Okamoto (RIKEN, Japan), Astrid Prinz (Emory University), Harel Shouval (University of Texas 
Medical Center), Volker Steuber (University of Hertfordshire)

CNS*2008 Reviewers:  Pablo Achard, Kurt Ahrens, James Bednar, Upinder Bhalla, Avrama 
Blackwell, Victoria Booth, Alla Borisyuk, Amitabha Bose, Vladimir Brezina, Sharon Crook, 
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Gennady Cymbalyuk, Peter Dayan, Michael Denker, Markus Diesmann, Alex Dimitrov, Ramana 
Dodla, Roberto Fernández-Galan, Nicolas Fourcaud-Trocme, Erik Fransen, Marc-Oliver 
Gewaltig, Bruce Graham, Sonja Gruen, Cengiz Gunay, Michael Hasselmo, Christian 
Hauptmann, Jeanette Hellgren-Kotaleski, J. Michael Herrmann, Voicu Horatiu, Mikael Huss, 
Kazuhisa Ichikawa, Vladimir Itskov, Dieter Jaeger, Szabolcs Kali, Maciej Lazarewicz, Tim 
Lewis, Hualou Liang, Niklas Ludtke, William Lytton, Paul Miller, Samat Moldakarimov, Abigail 
Morrison, Tay Netoff, Ernst Niebur, Hiroshi Okamoto, Eckehard Olbrich, Sorinel Oprisan, Astrid 
Prinz, David Redish, Patrick Roberts, Horacio Rotstein, Yasser Roudi, Jonathan Rubin, Yukata 
Sakai, Emilio Salinas, Chang-Woo Shin, Harel Shouval, Asya Shpiro, Karen Sigvardt, Volker 
Steuber, David Sterratt, Benjamin Torben-Nielsen, Arjen vanOoyen, Yuguo Yu.

CNS*2008 Local Organizer:  Patrick Roberts (Oregon Health Sciences University)

CNS*2008 Workshop Chair:  Dieter Jaeger (Emory University)

Government Liaisons:  Dennis Glanzman (NIMH), Yuan Liu (NINDS), Kenneth Whang (NSF)

Supporting Agencies:  National Institute of Mental Health

CNS--Organization for Computational Neuroscience http://www.cnsorg.org

Ranu Jung (Arizona State University), President
Dieter Jaeger (Emory University), Vice-President 
Alain Destexhe (CNRS), Vice-President
Frances Skinner (Toronto Western Research Institute), Treasurer
Tim Lewis (University of California-Davis), Travel Grants  
Christiane Linster (Cornell University) Communications Chair
Jean Marc-Fellous (University of Arizona), Sponsorship
Linda Larson-Prior (Washington University), past Treasurer, ex-officio 

CNS Board of Directors:  James Bednar (University of Edinburgh), Ingo Bojak (Swinburne 
University), Frances Chance (University of California, Irvine), Sophie Deneve (Ecole Normale 
Supérieure, Collège de France), Udo Ernst (University of Bremen), Jean-Marc Fellous 
(University of Arizona), Leslie Kay (University of Chicago), Tim Lewis (University of 
California, Davis), Christiane Linster (Cornell University), Klaus Obermayer (Technische 
Universität Berlin), David Redish (University of Minnesota), Patrick Roberts (Oregon Health 
and Science University), Emilio Salinas (Wake Forest University), Steven Schiff (Penn State 
University), Todd Troyer (University of Texas, San Antonio), Susan Wearne (Mt. Sinai School of 
Medicine), Christina Weaver (Mt. Sinai School of Medicine) 

Student assistants: Nish Aravamudan (Portland State Univ), Kevin A. Brown (University of 

Chicago), Rajesh Venkatachalapathy (OHSU), Andrew Toland (Portland State Univ), Ardi 

Ardeshiri (OHSU)

http://www.cnsorg.org
http://www.cnsorg.org
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CNS*2007 Sponsors

 
OCNS would like to thank the following sponsors for their support: 

NIMH, Springer, Royal Society Publishing, Neuralynx, NINDS, MIT Press, HFSP Journal,
Neuralynx, and the National Bernstein Network for Computational Neuroscience of Germany.

National Bernstein Network for Computational Neuroscience, Germany 

We would like to thank the Department of Biomedical Engineering, OHSU, for their 

invaluable administrative support: Sandy Baxter (Administrator), Alena Tkacova (Financial 
Manager), Tamara Hayes (Interim Department Head), Stephen Hanson (Professor).
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General Information

Location:  The welcome reception will be held on July 19th in the Crystal Ballroom on the 
lobby floor of The Benson Hotel. The main meeting (both oral and poster sessions) will be held 
in the Mayfair Ballroom on the 2nd floor of The Benson Hotel, from Sunday, July 20th to 
Tuesday, July 22nd. The workshops will be held in rooms of the Center for Health and Healing at 
the Oregon Health & Sciences University on Wednesday, July 23rd and Thursday July 24th.  
 
Registration:  Registration will be available from 5 till 7:30 pm outside the Crystal Ballroom on 
the lobby floor of The Benson Hotel.  For the rest of the meeting, registration tables will be set 
up outside the Mayfair Ballroom on the 2nd floor of The Benson Hotel.  During the workshops, 
registration tables will be set up on the 3rd floor of the Center for Health and Healing at the 
Oregon Health & Sciences University.    

Wireless internet will be available in the Mayfair Ballroom for the duration of the main meeting 
with a daily password from the registration desk.
 
Refreshments: Coffee/tea and water will be available during the breaks of the oral sessions with 
a continental breakfast available in the morning at the back of the Mayfair Ballroom. Drink 
tickets ar  included in the registration packets that can be used at the cash bars setup at the 
reception and poster sessions. Refreshments will be available at the workshops on the 3rd floor 
of the Center for Health and Healing.
 
Oral Sessions: The main meeting room will be equipped with audio visual equipment. An LCD 
projector will be available for all speakers to use and the main meeting room is supplied with a 
large screen and microphones. A laptop with standard software (i.e., powerpoint) will be 
available to load your talks ahead of time via USB or CD.  If you have non-standard needs, 
please plan to provide your own laptop and software.
 
Poster Sessions: Posters will be displayed in the Crystal Ballroom (lobby level) and the 
Parliament rooms (lower level). Poster setup starts at 8:30 am on Sunday and Monday and 
should be taken down by midnight. There will be an official poster session for 3 hours each day, 
but the posters will be available for viewing and discussion throughout the day and night.  Poster 
boards are 8 ft (wide) by 4 ft.  Pins will be available at registration, and some tables and chairs 
will be setup between poster boards. A cash bar and hors d’oeuvres will be available during each 
poster session in the Crystal Ballroom.
 
Abstracts will be available online at <http://www.biomedcentral.com/bmcneurosci/9?issue=S1>.
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Lunches, Dinners and sightseeing: In the pages following the workshops, attendees will find a 
sampling of lunch restaurants. In addition, a map of food cart locations is provided for a quick 
lunch. We are in the heart of downtown Portland and just south of the Pearl District which have 
many fine eating establishments. Here are some of the local host’s suggestions for dinner:

Clyde Common - Northwest contemporary - SW 11th and Stark
Andina - Peruvian nuevo - 1314 NW Glisan
Deschutes Brewery & Public House - Pub - 210 N.W. 11th Ave
Eleni's Philoxenia - Greek - 112 N.W. Ninth Ave.
The Heathman Restaurant and Bar - French - 1001 S.W. Broadway at Salmon
Higgins Restaurant & Bar - Northwest/Regional - 1239 S.W. Broadway
Jake's Famous Crawfish - Steak and Seafood - 401 S.W. 12th Ave.
McMenamins Crystal Ballroom & Lola's Room - Pub - 1332 W. Burnside
Mother's Bistro & Bar - American - 212 S.W. Stark St.
Saucebox Restaurant & Bar - Asian - 214 S.W. Broadway
Brazil Grill - International - 1201 S.W. 12th Ave.
Carafe - Bistro - 200 SW Market St

There are also several activities that you can enjoy. Walk to the river, or rent a bicycle, or walk in 
the many parks. Tourist information and maps are provided in the registration packet. A ride on 
the aerial tram ($3) by the Center for Health and Healing provides a fine view of the city, the 
Willamette river and two snow capped peaks, Mt. Hood and Mt. St. Helens.

CNS*2008 Party: Following the oral sessions, at 7:00pm on Tuesday, participants are invited to 
our party at Lola’s Room at the Crystal, 1332 W. Burnside Blvd. This is not at the Crystal 
Ballroom at the Benson Hotel, but 7 blocks to the west. Walk westward on SW Stark St. for 6 
blocks until you merge into Burnside St. Then 1 block further and enter on the corner of 
Burnside and 14th Ave. Free pizza will be provided for the first 100 guests and refreshments can 
be purchased from the bar. Kukuva Marimba Band will entertain us with the highly dance-able 
rhythms of Zimbabwe. 
 
 
Workshops: Workshop details and directions can be found in the workshop section of this 
program.  Please sign up for workshops that you plan to attend so that appropriate room sizes can 
be allocated. Sign-up sheets will be available at the registration table.  Refreshment breaks will 
take place from 10-11 am and 3-4 pm each day outside rooms on the 3rd floor of the Center for 
Health and Healing.  Projectors and screens will be available in the workshop meeting rooms.  If 
you wish to organize a workshop during the meeting, please talk to the local organizer as soon as 
possible to ensure room availability.
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Downtown Portland, Oregon

 

(A) The Benson Hotel, 309 SW Broadway Blvd.
(B) Ondine Hall (student housing), 1912 SW 6th Ave.
(C) University Place, 310 SW Lincoln St.
(D) Lola’s Room at the Crystal (CNS*2008 Party), 1332 W Burnside St.

The location of the workshops, the Center for Health and Healing, OHSU, is 
further south. Directions are given on page 67. 
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Meeting Program

SATURDAY JULY 19, 2008

13:00 – 23:00  Registration, lobby

17:00 – 23:00  Opening reception, Crystal Ballroom

------------------------------------------------------------------------------------------------------------

SUNDAY JULY 20, 2008  (Mayfair)

8:15   Registration

9:00   Welcome: Ranu Jung (President) and Patrick Roberts (Local Organizer)

9:10  L1 Invited Talk: John Rinzel 
  Alternating perceptions of ambiguous scenes: What’s out there?  

10:10   Break

Oral Session: System Dynamics

10:40  O1 Featured Talk: Steven Schiff, Tim Sauer
  Kalman filter control of a model of spatiotemporal cortical dynamics

11:20  O2 Miriam Zachsenhouse, Mikhail Lebedev, Miguel Nicolelis
  Bin-width selected for brain-machine interfaces optimizes rate decoding

11:40  O3 Aonan Tang, Christopher Honey, Jon Hobbs, Alexander Sher, Alan Litke, Olaf 
Sporns, John Beggs

  Information flow in local cortical networks is not democratic

12:00   Lunch Break (Program Committee meeting)

14:00  L2 Invited Talk: Upinder Bhalla 

  Modules in molecular memory

15:00   Break
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Oral Session: Network Properties

15:30  O4 Featured Talk: David Boothe, Avis Cohen, Todd Troyer
  Parameter dependent changes in strength of phase locking in a stochastic 

simulated central pattern generator

16:10  O5  Georgi Medvedev
  Noise-induced bursting in stochastic models of single cells and electrically 

coupled ensembles

16:30  O6 Arthur Leblois, David Perkel
  Local inhibition shapes afferent excitatory drive of output neurons in the songbird 

basal ganglia network

16:50   Funding Opportunities (D. Glanzman, K. Whang, Y. Liu)

17:20-18:20 Board Meeting

Dinner Break

19:00-22:00  Poster Session I  (Parliament and Crystal)

P1-P23   Network Properties
P24-P40  System Dynamics
P41-P58  Cellular Mechanisms
P59-P64  Anatomy and Morphology
P65-P72  Learning
P73-P80  Behavior
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MONDAY JULY 21, 2008 (Mayfair)

8:30   Registration 

9:00   Announcements: 

9:10  L3 Invited Talk: Avrama Blackwell 

  Signaling pathways underlying striatal synaptic plasticity and reward learning

10:10   Break

Oral Session: Cellular Mechanisms

10:40  O7 Featured Talk: Darrell Haufler, France Morin, Jean-Claude Lacaille, Frances 
Skinner

  Characterizing the transient K+ current contribution to subthreshold membrane 

potential oscillations in a hippocampal interneuron model

11:20  O8 Natalia Toporikova, Maurice Chacron
  One cell, two bursting mechanisms. In vivo conditions change the in vitro burst in 

pyramidal cells of the ElectroLateral Lobe (ELL) of electric fish.

11:40  O9 John Cressman, Ghanim Ullah, Jokubas Ziburkus, Steven Schiff, Ernest Barreto
  Ion concentration dynamics: Mechanisms for bursting and seizing

12:00   Lunch Break  (Board meeting)

14:00 L4 Special Invited Lecture:  Erik De Schutter

  Computational Neuroscience and Systems Biology: the Past, the Now and the 

Future

15:00-18:00  Poster Session II (Parliament and Crystal)

P81-P94 Databases and Software
P95-P105 Plasticity and Development
P106-P110 Synaptic Mechanisms and Signal Transduction
P111-P130 Information Coding
P131-P152 Synchronization and Oscillation
P153-P158 Functional Imaging and EEG

19:00   Banquet
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TUESDAY JULY 22, 2008 (Mayfair)

8:30   Registration 

9:00   Announcements: 

9:10 L5 Invited Talk: Victor Derkach 
  CaM kinases and AMPA receptor subunit recomposition in hippocampal synaptic 

plasticity

10:10   Break

Oral Session: Synaptic Mechanisms

10:40  O10 Grier Halnes, Erik Ulfhielm, Jeanette Hellgren Kotaleski, Jean-Pierre Rospars
  Modeling of the receptor, G-protein and effector reactions in vertebrate olfactory 

receptor neurons

11:00  O11 William Gibson, Les Farnell, Max Bennett
  A neural-glial network for modeling spreading depression in cortex

11:20  O12 Risa Lin, Svenja Metz, Dieter Jaeger
  Synaptic integration in the deep cerebellar nuclei: Comparing dynamic clamp 

results with a computer model of somatic or distributed dendritic input 

11:40   General Business Meeting

12:00   Lunch Break

14:00  L6 Invited Talk: Akihiro Kusumi 
  Single-molecule tracking of raft-based signal transduction: a system of digital 

signal transduction?

15:00    Break

Oral Session: Learning and Plasticity

15:30  O13 Featured Talk: Claudia Clopath, Andre Longtin, Gerstner Wulfram
  An online Hebbian learning rule that performs Independent Component Analysis

16:10  O14 Matthieu Gilson, David Grayden, Doreen Thomas, Leo van Hemmen, Anthony 
Burkitt

  Symmetry breaking induced by spike-timing-dependent plasticity in the presence 

of recurrent connections
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16:30   Workshop Information, Awards, Announcement of next year's meeting, 

Closing

19:00-1:00 CNS*2008 Party with Kukuva Marimba Band at Lola’s Room

------------------------------------------------------------------------------------------------------------

WEDNESDAY JULY 23, 2008 

 (Center for Health & Healing, OHSU, see Workshop section for details)

8:30   Workshop Registration (3rd floor, CHH)

9:00-17:00   Workshop 1: Interoperability of software for computational and experimental 
neuroscience

  Workshop 2: A dialogue for theoreticians and experimentalists:
  What is phase response analysis, and what can it tell us about neurons and 

networks?
  Workshop 3: Molecular Diffusion in Neurons: Theory and Experiment 
2:00-17:00 Workshop 4: Methods of Information Theory in Computational Neuroscience 

------------------------------------------------------------------------------------------------------------

THURSDAY JULY 24, 2008

 (Center for Health & Healing, OHSU, see Workshop section for details)

8:30   Workshop Registration (3rd floor, CHH)

9:00-17:00   Workshop 4: Methods of Information Theory in Computational Neuroscience
9:00-12:00   Workshop 5: Neuronal Gap Junctions: Modeling approaches, insights and 

possible roles
  Workshop 6: A tutorial on neuroConstruct
 2:00-17:00 Workshop 7: NIH Funding Opportunities and Grant Writing Skills: 
    Dennis Glanzmann (NIMH) and Yuan Liu (NINDS)
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Invited Speakers

L1  Invited talk,  Sunday July 20, 9:10-10:10

Alternating perceptions of ambiguous scenes: What’s out 

there? 

John Rinzel
Center for Neural Science and Courant Institute of 
Mathematical Sciences, New York University, NY USA

E-mail: rinzel@cns.nyu.edu

When visualizing an ambiguous scene (such as the Necker 
cube) one may perceive ongoing random alternations between 
the possible interpretations.  Dynamical models implement 

competition as reciprocal inhibition between neuronal populations; dominance alternates while 
slow negative feedback, adaptation, sets the basic time scale (seconds) for switching.  When 
adaptation is strong enough it overcomes dominance and alternations occur intrinsically and 
periodically; noise perturbs the regularity.  In a different framework, with attractor-based 
dynamics, adaptation is weak and switches are induced by noise operating on a bistable system.  
We find that statistics of the observed alternations provide constraints that favor an operating 
range near the transition zone between the parameter regimes for the two mechanisms.  In some 
paradigms one can manipulate stimulus cues to bias the competition away from equal 
dominance.  We have proposed that the percent of time dominant is a measure for the likelihood 
of valid interpretation of the scene. 

Generally, I am interested in the biophysical mechanisms and theoretical foundations of dynamic neural 
computation.  With a background in engineering (B.S., University of Florida, 1967) and applied 
mathematics (Ph.D., Courant Institute, NYU, 1973) I use mathematical models to understand how 
neurons and neural circuits generate and communicate with electrical and chemical signals for 
physiological function.  I especially relish developing reduced, but biophysically-based, models that 
capture a neural system's essence.  Before joining the Center for Neural Science and jointly the Courant 
Institute of Mathematical Sciences at New York University in 1997, I was in the Mathematical Research 
Branch at the NIH for nearly 25 years.  Many of my modeling projects have dealt with oscillatory activity 
of neurons and in one on-going study we look at mechanisms for alternations in neuronal competition 
models of perceptual bistability, such as binocular rivalry.  In current projects we have been studying the 
dynamics of auditory processing: the cellular and synaptic biophysical mechanisms for coincidence 
detection and precise temporal processing in brain stem neurons; adaptation mechanisms and dynamic 
plasticity in inferior colliculus and cortex.

mailto:rinzel@cns.nyu.edu
mailto:rinzel@cns.nyu.edu
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L2  Invited talk, Sunday July 20, 14:00-15:00

Modules in molecular memory

Upinder S. Bhalla
National Centre for Biological Sciences, Tata Institute of 
Fundamental Research, Bangalore, Karnataka, 560065, 
India

E-mail: bhalla@ncbs.res.in   

The cell-signaling and biochemical events in memory form an 
information-processing network to rival the neural circuits in 
which they are embedded.  One of the first molecular modules to 

be identified was the NMDA receptor, as a key locus of synaptic associativity.  In retrospect, this 
first module was uncharacteristically simple. Increasingly complex signaling models have since 
then investigated memory maintenance, trafficking of receptors, interactions between synapses, 
pattern selectivity, and many other functions or modules in synaptic memory.  While this 
growing list is intimidating, I will attempt to make the case that we have a finite number of key 
modules to work out, and that the outlines of many of these are emerging.  I will discuss our 
work on a new module, that of activity-dependent control of dendritic protein synthesis.  While 
this may seem suspiciously close to cellular housekeeping, this module turns out to act as a hub 
for many kinds of neuronal signals in memory decisions.  I will make so bold as to suggest that 
several of the hard circuit-level questions about memory may boil down to the computational 
functions of these molecular modules.

I studied Physics at IIT Kanpur, India, and Cambridge University, UK, before taking the plunge into 
Biology for my PhD at Caltech. I even did a bit of molecular biology as part of my post-doc work at the 
Mount Sinai School of Medicine in New York, before deciding that I was more at home with neurons and 
computers. I am now at the National Centre for Biological Sciences, in Bangalore. I have done 
experiments on rats and on tissue cultures, and have worked in computational neuroscience and what is 
popularly called systems biology. I think these are all just labels for whatever approaches happen to work 
for studying the grand complexity of biology and the brain. I am currently interested in olfactory sensory 
processing and memory, from molecules to networks.

mailto:bhalla@ncbs.res.in
mailto:bhalla@ncbs.res.in
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L3  Invited talk, Monday July 21, 9:10-10:10

Signaling pathways underlying striatal synaptic plasticity 

and reward learning

Kim T. Blackwell
George Mason University, Molecular Neuroscience 
Department, The Krasnow Institute for Advanced Study, 
Fairfax, VA, USA

E-mail:  kblackw1@gmu.edu  

Operant conditioning is a form of associative learning in 
which rewarding an animal's response increases the 
likelihood of eliciting the response.  The ability to use 

appropriately timed rewards to shape complex behaviour inspires scientists in psychology, 
neurophysiology, and modeling.  Temporal difference models and experimental results agree that 
reward elicits dopamine release in the striatum and that striatal spiny projection neurons learn the 
association between the motor response and reward.  Nonetheless, critical aspects of operant 
conditioning behavior have not been replicated.  In particular, if synaptic plasticity underlies 
learning, then the temporal interval between dopamine and cortical inputs should be critical in 
producing plasticity of cortico-striatal synapses.  To investigate the mechanisms whereby 
glutamate and dopamine interact to produce plasticity, we develop a computer model of the 
signaling pathways activated by dopamine and glutamate in the spiny projection neuron of the 
striatum.  In the model, dopamine activates adenylyl cyclase, which produces the diffusible 
molecule, cAMP, which binds to PKA. Glutamate produces an elevation in intracellular calcium, 
which binds to calmodulin and activates CaMKII. These pathways interact through DARPP32. 
Model simulations show that simultaneous dopamine and glutamate produce a synergistic 
increase in PKA activation and DARPP32 phosphorylation consistent with the requirement for 
both dopamine and glutamate for learning behavior. We are presently developing a multi-
compartment model in which the reactions and diffusion implicit in these signaling pathways are 
simulated stochastically in the spines along a dendrite. Using this model we plan to investigate 
the spatio-temporal patterns of synaptic input that produce an elevation in critical enzymes, and 
to test whether plasticity is sensitive to temporal interval.

Kim Blackwell received her V.M.D. in 1986 from University of Pennsylvania, and then, also from the 
University of Pennsylvania, a Masters in Systems Engineering in 1987 and a Ph.D. in Bioengineering in 
1988.  In her initial position, Dr. Blackwell worked at a not-for-profit research institute, called 
Environmental Research Institute of Michigan, developing biologically-motivated artificial neural 
networks in collaboration with Dan Alkon and Tom Vogl.  Subsequently, she began studying how 
biological neurons store memories in the invertebrate seaslug, Hermissenda crassicornis.  More recently, 
the role of the basal ganglia in habit learning has been the focus of her research.   In all of these 
investigations she employs interdisciplinary techniques of software development, computer modeling, and 
electrophysiology to understand the cellular events underlying the requirement for temporal proximity of 
stimuli to be associated, and the neural circuits involved in the behavioral expression of memory.  Dr. 
Blackwell created the software Chemesis for modeling reaction-diffusion systems in neurons, and is 
currently developing software for computationally efficient simulation of stochastic reaction-diffusion 
systems.  Dr. Blackwell is a Professor in the Department of Molecular Neuroscience, Krasnow Institute of 
Advanced Study, George Mason University, as well as a guest researcher at the National Institute of 
Mental Health.

mailto:kblackw1@gmu.edu
mailto:kblackw1@gmu.edu
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L4  Invited talk, Monday July 20, 14:00-15:00

Computational Neuroscience and Systems Biology: the 

Past, the Now and the Future

Erik De Schutter
Computational Neuroscience Unit, Okinawa Institute of 
Science and Technology, Japan and Theoretical Neurobiology, 
University of Antwerp, Antwerp, Belgium

E-mail:  erik@oist.jp 

Despite similar computational approaches, there is surprisingly 
little interaction between the computational neuroscience and 

the systems biology research communities.  In this talk I reconstruct the history of the two 
disciplines and show that this may explain why they grew up apart.  The separation is a pity, as 
both fields can learn quite a bit from each other.  Systems biology is a better organized 
community which is very effective at sharing resources, while computational neuroscience has 
more experience in multiscale modeling and the analysis of information processing by biological 
systems.  In the second part of the talk I will speculate about the future of computational 
neuroscience, both in its relation with the neuroscience field and with systems biology.  I will 
recommend that where possible we should adapt our practices to current systems biology 
standards.

Erik De Schutter is a principal investigator at the Okinawa Institute of Science and Technology, where he 
moved last year.  Previously he was a research professor at the Department of Biomedical Sciences of the 
University of Antwerp, Belgium.  Though trained in Antwerp as a medical doctor (1984) and neurologist 
(1989), he focused his research on the use of computational methods in modeling.  Initial work was on 
simulating invertebrate central pattern generators, but he switched to studying the function of the 
cerebellum with the development of, at that time, the most detailed neuron model ever of the cerebellar 
Purkinje cell during a postdoc at the California Institute of Technology (1990-1994).  More recent work 
on Purkinje cells has focused on diffusion in dendrites and the effects of synaptic plasticity.  Modeling of 
neurons and networks is combined with an active interest in simulator development: the compartmental 
simulators Nodus (developed during his medical training) and GENESIS (Caltech period and afterwards), 
and more recently the STEPS software for stochastic reaction-diffusion modeling.  Each of these 
simulators played an important role in specific research projects. 

mailto:erik@oist.jp
mailto:erik@oist.jp


18

L5  Invited talk, Tuesday July 22, 9:10-10:10

CaM kinases and AMPA receptor subunit recomposition in 

hippocampal synaptic plasticity

Victor Derkach
Vollum Institute, Oregon Health and Science University, 
Portland, OR 972013098, USA 

E-mail:  derkachv@ohsu.edu  

It is broadly believed that synaptic plasticity is a neuronal 
mechanism for learning and memory in the mammalian brain.  
In the mature hippocampus, the expression of long-term 
potentiation (LTP) in Schaffer collateral-CA1 synapses 

requires a postsynaptic Ca2+ influx and the GluR1 subunit of the AMPA subtype of glutamate 
receptor (AMPAR).  New findings indicate that the pattern of synaptic activity associated with 
exploratory behavior can induce LTP by changing the quality of synaptic AMPARs.  This process 
is dynamic and requires activity of Ca2+/calmodulin dependent protein kinases (CaMKs), key 
transducers of postsynaptic Ca2+ changes into LTP.  The two CaMKs, CaMKI and CaMKII target 
AMPARs and regulate synaptic strength differently, however.  Under basal conditions, AMPARs 
in these synapses are heteromers composed of GluR1 and GluR2 subunits.  CaMKI enhances 
synaptic strength by trafficking to synapses more functionally efficient and highly Ca2+-
permeable GluR2-lacking AMPARs through a regulated actin dynamics.  In contrast, CaMKII 
can enhance functional properties of these GluR2-lacking AMPARs by a direct phosphorylation 
of the C-terminus of GluR1 subunit.  Taken together, these results argue for two distinct but 
orchestrated mechanisms in modification of synaptic strength during LTP.  Results are discussed 
in terms of the role of AMPAR subunit recomposition for synaptic plasticity. 

Victor Derkach is a Research Assistant Professor and Neuroscience Graduate Faculty member at the 
Vollum Institute of the Oregon Health and Sciences University.  He received his Ph.D. in Biology from 
the Bogomoletz Institute of Physiology of the Ukrainian Academy of Sciences and holds a B.S. and an 
M.S. in Physics and Biophysics from Dnepropetrovsk State University.  Dr. Derkach is interested in the 
physiology of synapses and ligand-gated ion channels, and the role synapses play in sensory processing 
and cognition.  His specific focus is on understanding cellular and molecular mechanisms of plasticity in 
central glutamatergic synapses underlying memory and learning.  Calcium-dependent signal transduction 
to regulate local synthesis, trafficking and functional properties of glutamatergic AMPA receptors in an 
activity-dependent manner is of particular interest.  He is also interested in applicability of this knowledge 
to understanding abnormalities in synaptic and neuronal function under pathological conditions such as 
Alzheimer’s disease and chronic pain. 

mailto:derkachv@ohsu.edu
mailto:derkachv@ohsu.edu
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L6  Invited talk, Tuesday July 22, 14:00-15:00

Single-molecule tracking of raft-based signal 

transduction:  A system of digital signal transduction?

Akihiro Kusumi
Membrane Mechanisms Project, ICORP-JST, Institute for 
Integrated Cell-Material Sciences (iCeMS); Research 
Center for Nano Regenerative Medical Engineering, 
Institute for Frontier Medical Sciences, Kyoto University, 
Kyoto, Japan

E-mail: akusumi@frontier.kyoto-u.ac.jp  

The plasma membranes of neuronal cells contain high 
concentrations of glycosphingolipids and 

glycosylphosphatidylinositol-anchored receptors (GPI-ARs), as well as cholesterol, which 
suggests important roles played by hypothetical microdomains, called raft domains in these 
membranes.  Using simultaneous two-color single-molecule tracking of GPI-ARs, as well as 
intracellular lipid-anchored signaling molecules, G!i, Lyn, and PLC", we have obtained results 
showing that the plasma membrane is poised for assembly of these molecules, upon the external 
stimulation that initiates oligomerization of 3-9 GPI-AR molecules.

The receptor-cluster-induced, cholesterol-dependent assembly, termed receptor-cluster raft 
(RCR), works as a platform for the signal transducton of GPI-AR.  G!i2 and Lyn (GFP 
conjugates) are recruited to RCRs frequently, but transiently (100-200 ms), based on protein-
protein and lipid-lipid (raft) interactions. G!i2 binding to and its subsequent activation of Lyn 
are likely to take place within the same RCR, resulting in actin-dependent temporary 
immobilization (0.57-s lifetime, called Stimulation-induced Temporary Arrest of LateraL 
diffusion or STALL, every 1.3 s), inducing the temporary (250 ms) recruitment of PLC"2, for IP3 
production. Therefore, the RCR in STALL is a key, albeit transient, platform for transducing the 
extracellular GPI-AR signal to the intracellular IP3-Ca2+ signal, via PLC"2 recruitment. 

The bulk activation of IP3-Ca2+ signaling and Src-family kinases persists over several minutes to 
several 10s of minutes.  Meanwhile, single-molecule events, such as STALL and the recruitment 
of PLC"2, G!i2, and Lyn to RCR, lasted only for a fraction of a second.  Namely, individual 
single-molecule events may occur like a digital pulse, and the bulk analogue-type activation of 
signaling molecules may be the result of superposition of these pulse-like signals.  In this sense, 
the basic signaling mechanism in the raft-based signaling system could be called digital or 
frequency-modulated.

Akihiro Kusumi received his undergraduate and doctoral training in Biophysics at Kyoto University
and then did postdoctoral work at the Medical College of Wisconsin and Princeton University.  From 
there he returned to the Biophysics Department at Kyoto University as an Assistant Professor.  He 
subsequently moved to the University of Tokyo and then to Nagoya University before returning once 
again to Kyoto University where he is currently Professor and Director of the Research Center for Nano-
Medical Engineering at the Institute for Frontier Medical Sciences.  His interests are in membrane 
organization and membrane mechanisms.

mailto:akusumi@frontier.kyoto-u.ac.jp
mailto:akusumi@frontier.kyoto-u.ac.jp
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Program Listing

Oral presentations O1-O14

O1 Featured talk
Kalman filter control of a model of spatiotemporal cortical dynamics

Steven J. Schiff1, Tim Sauer2

1 Center for Neural Engineering, Departments of Neurosurgery, Engineering Science and 
Mechanics, and Physics, Penn State University, University Park, PA 16802, USA
2 Department of Mathematics, George Mason University, Fairfax, VA, 22030, USA
E-mail: sschiff@psu.edu 

O2

Bin-width selected for Brain-Machine Interfaces optimizes rate decoding

Miriam Zacksenhouse1, Mikhail A. Lebedev2,3, Miguel A.L. Nicolelis3

1 Faculty of mechanical Engineering, Technion, Haifa, Israel
2 Department of Neurobiology, Duke University, Durham, NC, USA
3 Center for Neuro-engineering, Duke University, Durham, NC, USA
E-mail: mermz@tx.technion.ac.il

O3

Information flow in local cortical networks is not democratic
Aonan Tang1, Christopher J. Honey2, Jon Hobbs1, Alexander Sher3, Alan M. Litke3, Olaf 
Sporns2, John M. Beggs1

1Indiana University Department of Physics, Bloomington, IN 47403, USA
2Indiana University Department of Psychological and Brain Sciences, Bloomington, IN 47403, 
USA
3University of California, Santa Cruz Institute for Particle Physics, Santa Cruz, CA 95064, USA
E-mail: aotang@indiana.edu ; jmbeggs@indiana.edu

O4  Featured talk

Parameter dependent changes in strength of phase locking in a stochastic simulated central 
pattern generator

David L Boothe1, Avis H Cohen2,3, Todd W Troyer4

1 Department of Physiology, Physical Medicine, and Rehabilitation, Northwestern University, 
Chicago, IL, 
   60613, USA.
2 Department of Biology, University of Maryland, College Park, MD, 20794, USA.
3 Institute for Systems Research, University of Maryland, College Park, MD, 20794, USA.
4 Department of Biology, University of Texas at San Antonio, San Antonio, TX, USA.
E-mail:  d-boothe@northwestern.edu

O5

Noise-induced bursting in stochastic models of single cells and electrically coupled 

ensembles 
Georgi Medvedev
Department of Mathematics, Drexel University, Philadelphia, PA 19104
E-mail: medvedev@drexel.edu

mailto:jmbeggs@indiana.edu
mailto:medvedev@drexel.edu
mailto:medvedev@drexel.edu
mailto:sschiff@my_email.com
mailto:sschiff@my_email.com
mailto:mermz@tx.technion.ac.il
mailto:mermz@tx.technion.ac.il
mailto:aotang@indiana.edu
mailto:aotang@indiana.edu
mailto:jmbeggs@indiana.edu
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O6

Local inhibition shapes afferent excitatory drive of output neurons in the songbird basal 
ganglia network

Arthur Leblois1, David J Perkel1,2

1Department of Biology, University of Washington, Seattle, WA 98195, USA 
2 Department of Otolaryngology, University of Washington, Seattle, WA 98195, USA
E-mail: aleblois@u.washington.edu

O7  Featured talk
Characterizing the transient K+ current contribution to subthreshold membrane potential 

oscillations in a hippocampal interneuron model

Darrell Haufler1,2, France Morin3, Jean-Claude Lacaille3, Frances Skinner1,2,4

1Toronto Western Research Institute, University Health Network, Toronto, ON, Canada
2Physiology, University of Toronto, Toronto, ON, Canada
3Physiology, GRSNC, Université de Montréal, Montreal, PQ, Canada
4Medicine (Neurology), IBBME, University of Toronto, Toronto, ON, Canada
E-mail: darrell.haufler@utoronto.ca

O8
One cell, two bursting mechanisms. In vivo conditions change the in vitro burst in 

pyramidal cells of the ElectroLateral Lobe (ELL) of electric fish.

Natalia Toporikova1, Maurice J Chacron1

1 Department of Physiology, McGill University, Montreal, QC, H3G 1Y6, Canada
E-mail: natalia.toporikova@mail.mcgill.ca

O9

Ion concentration dynamics: mechanisms for bursting and seizing
J.R. Cressman1, G. Ullah2, J. Ziburkus3 , S.J. Schiff2,4, and E. Barreto1

1 Department of Physics & Astronomy and The Krasnow Institute for Advanced Study, George 
Mason University, Fairfax, Virginia, 22030, USA
2 Department of Engineering Sciences and Mechanics, The Pennsylvania State University, 
University Park, Pennsylvania, 16802, USA
3 Department of Biology and Biochemistry, The University of Houston, Houston, Texas, USA
4 Departments of Neurosurgery and Physics, The Pennsylvania State University, University Park, 
Pennsylvania, 16802, USA
E-mail: jcressma@gmu.edu, ghanim@psu.edu, jziburku@Central.uh.edu,  sjs49@engr.psu.edu, 
ebarreto@gmu.edu 

O10
Modeling of the receptor, G-protein and effector reactions in vertebrate olfactory receptor 

neurons

Geir Halnes1, Erik Ulfhielm1, Jeanette Hellgren Kotaleski1, Jean-Pierre Rospars2

1 School of Computer Science and Communication, Royal Institute of Technology, 100 44 
Stockholm, Sweden
2 UMR  Physiologie de l'insecte, INRA, 78026 Versailles Cedex, France
E-mail: geir.halnes@bt.slu.se

mailto:ebarreto@gmu.edu
mailto:geir.halnes@bt.slu.se
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O11

A neural-glial network for modeling spreading depression in cortex

William Gibson1,2, Les Farnell,1,2, Max Bennett2,3

1 School of Mathematics and Statistics, University of Sydney, Sydney, NSW 2006, Australia
2 Centre for Mathematical Biology, University of Sydney, Sydney, NSW 2006, Australia
3 Brain and Mind Research Institute, University of Sydney, Sydney, NSW 2006, Australia
E-mail: billg@maths.usyd.edu.au

O12

Synaptic integration in the deep cerebellar nuclei:  Comparing dynamic clamp results with 
a computer model of somatic or distributed dendritic input

Risa Lin1, Svenja Metz2, Dieter Jaeger3

1 Department of Biomedical Engineering, Georgia Institute of Technology, Atlanta, GA 30332, 
USA
2 Department of Biomedical Engineering, University of Applied Sciences Lübeck, Lübeck, 
Germany
3 Department of Biology, Emory University, Atlanta, GA 30332, USA
E-mail: risa@gatech.edu

O13  Featured talk
An online Hebbian learning rule that performs independent component analysis

Claudia Clopath1, André Longtin2, Wulfram Gerstner1

1 LCN, EPFL, Lausanne, 1015, Switzerland
2 CND, University of Ottawa, Ottawa, Ontario, Canada
E-mail: claudia.clopath@epfl.ch

O14

Symmetry breaking induced by Spike-Timing-Dependent Plasticity in the presence of 
recurrent connections

Matthieu Gilson1,2,3, David B Grayden1,2,3, Doreen A Thomas1,3, J Leo van Hemmen4, Anthony N 
Burkitt1,2,3

1Dept Electrical & Electronic Engineering, The University of Melbourne, VIC 3010, Australia
2The Bionic Ear Institute, 384-388 Albert St, East Melbourne, VIC 3002, Australia
3NICTA The Victorian Research Lab, The University of Melbourne, VIC 3010, Australia
4Physik Dept, Technischen Universität München, 85747 Garching bei München, Germany
E-mail: mgilson@bionicear.org

mailto:risa@gatech.edu
mailto:risa@gatech.edu
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Posters  Network Properties  P1-P23

P1
Cerebellar timing and negative patterning

Horatiu Voicu, 
Department of Neurobiology and Anatomy, University of Texas Health Science Center, Houston, 
TX, 77030, USA
E-mail: horatiu@voicu.us

P2
Investigating the effect of cortical discharge variability on the accuracy of population 

decoders

Mehdi Aghagolzadeh1, Karim Oweiss1, 2

1Department of Electrical and Computer Engineering, Michigan State University, Michigan, 
48824, USA
2Neuroscience Program, Michigan State University, Michigan, 48824, USA
E-mail: aghagolz@msu.edu, koweiss@msu.edu

P3

Inhibition dominates in shaping in vitro spontaneous hippocampal network rhythms
Ernest C. Y. Ho1,2, Liang Zhang2,3, Frances K. Skinner1,2,3,4

1 Department of Physiology, University of Toronto, Toronto, Ontario, Canada. M5S 1A8
2 Toronto Western Research Institute, University Health Network, Toronto, Ontario, Canada. 
M5T 2S8
3 Department of Medicine (Neurology), University of Toronto, Toronto, Ontario, Canada.  M5G 
2C4
4 Institute of Biomaterials and Biomedical Engineering, University of Toronto, Toronto, Ontario, 
Canada. M5S 3G9
E-mail: ecy.ho@utoronto.ca

P4

Temporal spike pattern learning

Sachin S Talathi1, Henry D.I. Abarbanel2, William L. Ditto1

1 J Crayton Pruitt Family Department of Biomedical Engineering, University of Florida, FL 
32611, USA
2 Marine Physical Laboratory, Scripps Institution of Oceanography, Department of Physics and 
Institute for Nonlinear Science, University of California San Diego, La Jolla, CA 92093, USA
E-mail: sachin.talathi@gmail.com

P5
Network effects of age-related NMDA reduction in a model of working memory

Patrick J Coskren1,2,3, Jennifer I Luebke4, Aniruddha Yadav1,2,3, Patrick R Hof1,3, Susan L 
Wearne1,2,3

1 Department of Neuroscience, 
2 Laboratory of Biomathematics, 
3 Computational Neurobiology and Imaging Center, Mount Sinai School of Medicine, New York, 
NY 10029, USA
4 Dept of Psychiatry, Boston University, Boston MA 02118, USA
E-mail: pcoskren@mac.com

mailto:sachin.talathi@gmail.com
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mailto:horatiu@voicu.us
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P6

On the propagation of firing rate and synchrony in a model of cortical network
Arvind Kumar1,2,*, Stefan Rotter2,3, Ad Aertsen1,2

1 Neurobiology & Biophysics, Faculty of Biology, University of Freiburg, Germany
2Bernstein Center for Computational Neuroscience Freiburg, Germany
3Theory & Data Analysis, Institute for Frontier Areas of Psychology and Mental Health Freiburg, 
Germany
*Current Address: Dept. of Neuroscience, Brown University, Providence RI, USA
E-mail: arvind_kumar@brown.edu

P7

Capturing correlation structure within a simplified population density framework
Chin-Yueh Liu, Duane Q. Nykamp
Department of Mathematics, University of Minnesota, Minneapolis, MN, 55455, USA
Email: liux0518@umn.edu

P8
Electric field modulation of theta and gamma rhythms: probe into network connectivity

Julia Berzhanskaya1, Steven J. Schiff2, Giorgio A. Ascoli3; 
1Allen Institute for Brain Science, Seattle, WA, 98103, USA 
2Neurosurgery, Engineering Science & Mechanics, Physics, Pennsylvania State University, 
University Park, PA, 16802, USA
3 Mol. Neurosci. Dept., Krasnow Inst. Advanced Study, George Mason Univ., Fairfax, VA, 
22030, USA
E-mail: juliab@alleninstitute.org

P9
Synchrony-asynchrony transitions in neuronal networks

Ramana Dodla, Charles J Wilson
Department of Biology, University of Texas at San Antonio, San Antonio, TX 78249, USA
E-mail: ramana.dodla@utsa.edu

P10—withdrawn

P11—withdrawn

P12
Study of additional mechanism of short time delay detection in input signal by the 

homological neural network
Viacheslav A Vasilkov1, Ruben A Tikidji – Hamburyan1 

1 A.B.Kogan Research Institute for Neurocybernetics, Southern Federal University, Rostov-on-
Don, Russia
E-mail: vva@nisms.krinc.ru

P13—withdrawn

P14
Sparse network models reproduce experimentally observed spike timing jitter during 
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inspiratory population rhythms in the pre-Bötzinger complex

Michael S Carroll1 and Jan-Marino Ramirez2

1 Committee on Computational Neuroscience, The University of Chicago, Chicago, IL 60637, 
USA
2 Department of Organismal Biology and Anatomy, The University of Chicago, Chicago, IL 
60637, USA
E-mail: msc@uchicago.edu

P15

Optimal neural connection mechanism in cortical network
Qingbai Zhao1, Yi-Yuan Tang1, 2

1 Institute of Neuroinformatics and Laboratory for Brain and Mind, Dalian University of 
Technology, Dalian 116024, China
2 Department of Psychology, University of Oregon, Eugene, OR 97403, USA
E-mail: yiyuan@uoregon.edu

P16

Analysis of stochastic integration with a network of bistable units
Rita Almeida1, Anders Ledberg1

1 Computational Neuroscience Group, Universitat Pompeu Fabra, 08003 Barcelona, Spain 
E-mail: ritap.almeida@upf.edu

P17
Information transmission between recurrent neural networks by sparsely electrical 

connections  
Andreas Herzog1, Bernd Michaelis1, Ana D. de Lima2, Thomas Baltz2 and Thomas Voigt2
1Institute of Electronics, Signal Processing and Communications, Otto-von-Guericke-University 
Magdeburg, Magdeburg, Germany 
2 Institute of Physiology, Otto-von-Guericke-University Magdeburg, Magdeburg, Germany 
E-mail: andreas.herzog@ovgu.de

P18

Functional structure from dynamic clustering of spike train data
Sarah Feldt1, Jack Waddell2, Vaughn L. Hetrick3, Joshua D. Berke3, Michal Zochowski1,4

1 Department of Physics, University of Michigan, Ann Arbor, MI 48109, USA
2 Department of Mathematics, University of Michigan, Ann Arbor, MI 48109, USA
3 Department of Psychology, University of Michigan, Ann Arbor, MI 48109, USA
4 Biophysics Research Division, University of Michigan, Ann Arbor, MI, 48109, USA
E-mail: sarahfel@umich.edu

P19

Inferring neuronal functional connectivity using dynamic Bayesian networks

Seif Eldawlatly1, Yang Zhou2, Rong Jin2, Karim Oweiss1,3

1 Electrical and Computer Engineering Dept., Michigan State University, East Lansing, MI 
48824, USA
2 Computer Science and Engineering Dept., Michigan State University, East Lansing, MI 48824, 
USA
3 Neuroscience Program, Michigan State University, East Lansing, MI 48824, USA
E-mail: eldawlat@egr.msu.edu
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P20

Large-scale synapse-level neuronal wiring diagrams in silico and in vitro.
Upinder S Bhalla , Radhika Madhavan, Ashesh Dhawale, Mehrab Modi, Raamesh Deshpande, 
Niraj Dudani, Subhasis Ray
National Centre for Biological Sciences, Tata Institute of Fundamental Research, Bangalore, 
Karnataka, 560065, India
E-mail: bhalla@ncbs.res.in

P21
Intrinsic current generated, omnidirectional phase precession and grid field scaling in 

toroidal attractor model of medial entorhinal path integration

Zaneta Navratilova1, Jean-Marc Fellous1, Bruce L. McNaughton1

1 ARL Neural Systems, Memory and Aging, University of Arizona, Tucson, Arizona 85724, USA
E-mail: zanetan@email.arizona.edu

P22

Is hippocampal phase precession a useful temporal code?
Omar J Ahmed1, Mayank R Mehta1

1 Department of Neuroscience, Brown University, Providence, RI 02912, USA
E-mail: Omar_Ahmed@brown.edu

P23
Neural network model of the lateral accessory lobe and ventral protocerebrum of Bombyx 

mori to generate the flip-flop activity
Ikuko Nishikawa1, Masayoshi Nakamura1, Yoshiki Igarashi1, Tomoki Kazawa2, Hidetoshi Ikeno3, 
Ryohei Kanzaki2

1 Collage of Information Science and Engineering, Ritsumeikan University, Kusatsu, Shiga 
525-8577, Japan
2 Research Center for Advanced Science and Technology, The University of Tokyo, Tokyo 
113-8656, Japan
3 School of Human Science and Environment, University of Hyogo, Himeji, Hyogo 670-0092, 
Japan
E-mail: nishi@ci.ritsumei.ac.jp

Posters System Dynamics P24-P40

P24
Approximating the phase response curves of square wave bursting neurons

Ikemefuna Agbanusi1, Alborz Yarahmadi1, Amitabha Bose1, Jorge Golowasch1, 2, Farzan Nadim1, 

2

1Dept. of Mathematical Sciences, NJIT; 2Dept. of Bio. Sci., Rutgers University, Newark, NJ 
07102, USA
E-mail: ia29@njit.edu, ay24@njit.edu 

P25

System identification of the crab cardiac neuromuscular transform by a new method

Estee Stern,1 Keyla García-Crescioni,2 Mark W. Miller,2 Charles S. Peskin,3 and Vladimir 
Brezina1
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1Department of Neuroscience, Mount Sinai School of Medicine, New York, NY
2Institute of Neurobiology, University of Puerto Rico Medical Sciences Campus, San Juan, PR
3Courant Institute of Mathematical Sciences and Center for Neural Science, New York 
University, New York, NY
Email: estee.stern@mssm.edu

P26

Mathematical modeling of isoflurane action on lamprey spinal neurons
Tamara J. Schlichter1, Anne C. Smith2, Steven L. Jinks2, Timothy J. Lewis1

1 Department of Mathematics, University of California, Davis, CA, 95616, USA
2 Department of Anesthesiology and Pain Medicine, University of California, Davis, CA, 95616, 
USA
E-mail: tamijoy@math.ucdavis.edu

P27
Effects of muscle strength and activation profile on foot drag in a simulated SCI rat

Brian K. Hillen1,2, James Abbas1,2,3, Devin Jindrich1,4, Ranu Jung1,2

1 Center for Adaptive Neural Systems, Arizona State University, Tempe, AZ 85287, USA
2 Harrington Department of Bioengineering, Arizona State University, Tempe, AZ,85287, USA
3 Clinical Neurobiology and Bioengineering, Banner Good Samaritan Medical Center, Phoenix, 
AZ, 85006, USA 
4 Department of Kinesiology, Arizona State University, Tempe, AZ, 85287, USA
E-mail: Ranu.Jung@asu.edu

P28
Temporal variability in a synfire chain model of birdsong

Chritopher M. Glaze1, Todd W. Troyer2

1 Program in Neuroscience and Cognitive Science, University of Maryland, College Park, MD 
20742, USA
2 Biology Department, University of Texas, San Antonio, TX, 78249, USA
E-mail: todd.troyer@utsa.edu

P29
A memoryless, stochastic mechanism of timing of phases of behavior by a neural network 

controller
Saaniya Contractor, Nataliya Kozlova, Vladimir Brezina
Department of Neuroscience, Mount Sinai School of Medicine, New York, NY 10128, USA
E-mail: Vladimir.Brezina@mssm.edu

P30
Measuring spike train reliability

Thomas Kreuz1,2, Daniel Chicharro3, Ralph G.Andrzejak3, Julie S. Haas4, Henry D. I. 
Abarbanel1,5, Alessandro Torcini2, Antonio Politi2

1 Institute for Nonlinear Sciences, University of California, San Diego, USA
2 Institute for Complex Systems, CNR, Sesto Fiorentino, Italy
3 Department of Information and Communication Technologies, Universitat Pompeu Fabra, 
Barcelona, Spain
4 Center for Brain Science, Harvard University, USA
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E-mail: racosta@student.dei.uc.pt, macedo@dei.uc.pt

P96

Modeling the development of maps of complex cells
Jan Antolik1, James A. Bednar1

1 Institute for Adaptive and Neural Computation, University of Edinburgh, Edinburgh, EH1 2QL, 
United Kingdom
E-mail: j.antolik@inf.ed.ac.uk

P97

A mechanism for temporal sequence learning and recognition in neural systems
Sean Byrnes1,2, Anthony N Burkitt3,1, Hamish Meffin4, Chris Trengove1,2, David B Grayden3,1

1 The Bionic Ear Institute, Melbourne, Victoria, 3002, Australia
2 Department of Otolaryngology, The University of Melbourne, Melbourne, Victoria, 3010, 
Australia
3 Department of Electrical and Electronic Engineering, The University of Melbourne, 
Melbourne, Victoria, 3010, Australia
4 NICTA, c/- Department of Electrical and Electronic Engineering, The University of Melbourne, 
Melbourne, Victoria, 3010, Australia
E-mail: sbyrnes@bionicear.org

P98

Role of plasticity in coincidence detection in the avian auditory brainstem

Lakshmi Chandrasekaran1 and Amitabha Bose1

1Department of Mathematical Sciences, NJIT, Newark, NJ 07102, USA
E-mail: lc42@njit.edu

P99

The effect of Hebbian plasticity on the attractors of a dynamical system
Junmei Zhu
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Frankfurt Institute for Advanced Studies (FIAS), 60438 Frankfurt am Main, Germany
E-mail: jzhu@fias.uni-frankfurt.de

P100

Synaptic symmetry breaking by spike timing dependent synaptic plasticity
Chang-Woo Shin, Seunghwan Kim
Asia Pacific Center for Theoretical Physics and Nonlinear and Complex Systems Laboratory, 
Department of Physics, Pohang University of Science and Technology, San 31, Hyoja-dong, 
Nam-gu, Pohang, Gyeongbuk, Korea, 790-784
E-mail: shine@postech.ac.kr

P101

Can calcium ion contribute to morphological plasticity of a spine?
Keiji Nozawa and Kazuhisa Ichikawa
Department of Brain and Bioinformation Science, Kanazawa Institute of Technology, Hakusan, 
Ishikawa, Japan
E-mail: ichikawa@his.kanazawa-it.ac.jp

P102

Translational switch for long term maintenance of synaptic plasticity
Naveed Aslam, Yoshi Kubota and Harel Z. Shouval
Department of Neurobiology and Anatomy. The University of Texas, Medical School at Houston
E-mail: naslam621@yahoo.com

P103
Spatiotemporal molecular dynamics and synaptic plasticity.

Georgios Kalantzis1 , Harel Z. Shouval1,2,3

1Department of Neurobiology and Anatomy, The University of Texas Medical School, Houston, 
Texas
2Department of Biomedical Engineering, The University of Texas, Austin, Texas
3 Institute for Brain and Neural Systems, Brown University, Providence, Rhode Island.
E-mail: harel.shouval@uth.tmc.edu

P104

Modeling structural plasticity in dendrites with multiple spine types
Steven Baer1,3, Sharon Crook1,2,3, Michael McCamy1

1 Department of Mathematics and Statistics, Arizona State University, Tempe, Arizona 85287
2 School of Life Sciences, Arizona State University, Tempe, Arizona 85287, USA
3 Center for Adaptive Neural Systems, Arizona State University, Tempe, Arizona 85287, USA
E-mail: camy@mathpost.la.asu.edu

P105

GABAergic control of  backpropagating action potentials in striatal medium spiny neurons
Johannes Hjorth1, Misha Zilberter2, Rodrigo F Oliveira3, Kim T Blackwell3, Jeanette Hellgren 
Kotaleski1,2

1 School of Computer Science and Communication, Royal Institute of Technology, AlbaNova 
University Centre, 106 91 Stockholm, Sweden
2 Department of Neuroscience, Karolinska Institute, 171 77 Stockholm, Sweden

mailto:naslam621@yahoo.com
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3 School of Computational Sciences and the Krasnow Institute for Advanced Study, George 
Mason University, Virginia 22030-4444, USA
E-mail: hjorth@csc.kth.se

Posters Synaptic Mechanisms and Signal Transduction P106-P110

P106
Cellular Dynamic Simulator: An event driven molecular simulation environment

Michael J. Byrne, M. Neal Waxham, and Yoshihisa Kubota
Department of Neurobiology and Anatomy, University of Texas Medical School, 6431 Fannin, 
Houston, TX 77030
E-mail: Michael.J.Byrne@uth.tmc.edu

P107
Results from a novel Cellular Dynamics Simulator reveal a quantitative mechanism for 

Ca2+-CaM activation in dendritic spines

Yoshihisa Kubota, Michael J. Byrne, M. Neal Waxham
Department of Neurobiology and Anatomy, University of Texas Medical School, 6431 Fannin, 
Houston, TX 77030
Email: Yoshihisa.Kubota@uth.tmc.edu

P108
Neurogranin provides a kinetic proof reading mechanism for decoding Ca2+ signals that 

may govern the induction of synaptic plasticity  
Yoshihisa Kubota and M. Neal Waxham
Department of Neurobiology and Anatomy, University of Texas Medical School, 6431 Fannin, 
Houston, TX 77030
E-mail: yoshihisa.kubota@uth.tmc.edu

P109

A computational model of dopamine and tyramine interactions in striatal storage vesicles

Lane J Wallace, Laura E Connell
Division of Pharmacology, College of Pharmacy, The Ohio State University, Columbus, Ohio 
43210
Email: wallace.8@osu.edu

P110
Modeling the GABA and ephaptic feedback mechanisms in cat outer retina

Shaojie Chang1, Steven M Baer1,2, Sharon M Crook1,2,3, Carl L Gardner1, Christian Ringhofer1

1 Department of Mathematics and Statistics, Arizona State University, Tempe, Arizona 
85287-1804, USA
2 Center for Adaptive Neural Systems, Arizona State University, Tempe, Arizona 85287, USA
3 School of Life Sciences, Arizona State University, Tempe, Arizona 85287, USA
E-mail: chang@mathpost.asu.edu
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Posters Information Coding  P111-P130

P111
A hierarchical predictive coding model of visual processing

Boris Vladimirskiy1, Walter Senn1, Robert Urbanczik1

1 Department of Physiology, University of Bern, 3012 Bern, Switzerland
E-mail: Vladimirski@pyl,unibe.ch

P112

Simulating mirror-neuron responses using a neural model for visual action recognition
Falk Fleischer1 , Antonino Casile1, Martin A. Giese1,2

1 Dept. of Cognitive Neurology, Hertie Institute for Clinical Brain Research, University Clinic 
Tübingen, Tübingen, Germany
2 School of Psychology, University of Wales, Bangor, UK
E-mail: falk.fleischer@medizin.uni-tuebingen.de

P113

Evaluating feedforward spiking neuron networks using a novel decoding strategy
Nathan D VanderKraats1, Arunava Banerjee1

1 Computer and Information Science and Engineering, University of Florida, Gainesville, FL 
32611, USA
E-mail: ndv@cise.ufl.edu

P114

Adaptation in the anuran auditory system contributes to nonlinear response properties of 
peripheral and midlevel neurons

Janine M. Wotton1, Michael J. Ferragamo2, Katie L. Halvorson2  
1 Psychology Department, Gustavus Adolphus College, St Peter, MN 56082, USA
2 Biology Department, Gustavus Adolphus College, St Peter, MN 56082, USA
E-mail: jwotton2@gustavus.edu

P115

How gamma-band oscillatory activity participates in encoding of naturalistic stimuli in 
random networks of excitatory and inhibitory neurons

Alberto Mazzoni1, Nicolas Brunel1,2, Stefano Panzeri1,3

1 Division of Statistical Physics, Institute for Scientific Interchange, Turin, Italy
2 Laboratoire de Neurophysique et Physiologie, Universite Paris Descartes, 3 CNRS-UMR8119, 
Paris, France
3Brain and Cognitive Sciences Department, Italian Institute of Technology, Genoa, Italy
E-mail: mazzoni@isi.it

P116

Independence of  space-based and feature-based attention in the determination of figure 
direction

Nobuhiko Wagatsuma1, Ryohei Shimizu1, Ko Sakai1

1 Department of Computer Science, University of Tsukuba, Tsukuba, Ibaraki, 305-8577, Japan.
E-mail: wagatsuma@cvs.cs.tsukuba.ac.jp
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P117

Optimal sigmoidal tuning curves for intensity encoding sensory neurons with quasi-Poisson 

variability
Mark D. McDonnell1, Nigel G. Stocks2

1 Institute for Telecommunications Research, University of South Australia, Mawson Lakes, SA 
5095, Australia
2 School of Engineering, University of Warwick, Coventry CV4 7AL, United Kingdom
E-mail: mark.mcdonnell@unisa.edu.au

P118
Computing linear approximations to nonlinear neuronal responses

Melinda E. Koelling1, Duane Q. Nykamp2

1 Department of Mathematics, Western Michigan University, Kalamazoo, MI 49008, USA
2 School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA
E-mail: nykamp@math.umn.edu

P119

Amplitude modulation discrimination in a model of the electrically stimulated auditory 
nerve

Joshua H Goldwyn, Eric Shea-Brown
Department of Applied Mathematics, University of Washington, Seattle, WA 98195, USA
E-mail: jgoldwyn@amath.washington.edu

P120

Effects of passive dendritic properties on the dynamics of an oscillating neuron
Michael A. Schwemmer and Timothy J. Lewis
Department of Mathematics, University of California at Davis, Davis, CA 95616, USA
E-mail: mschwemmer@math.ucdavis.edu

P121
What you show is what you get: sampling biases in determining biological sensory function

Alexander G Dimitrov 
Center for Computational Biology, Montana State University, Bozeman, MT 59715
E-mail: alex@cns.montana.edu

P122
Spike sorting should be biased for optimal neural control prostheses

Ilan N. Goodman, Don H. Johnson
Department of Electrical and Computer Engineering, Rice University, Houston, Texas 77005, 
USA
E-mail: igoodman@rice.edu

P123
Fuzzy interval representation of olfactory stimulus concentration in an olfactory 

glomerulus model

Malin Sandström1, Thomas Proschinger1, Anders Lansner1,2
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1 School of Computer Science and Communication, Royal Institute of Technology, Stockholm, 
SE-10044, Sweden
2 Numerical Analysis and Computer Science, Stockholm University, Stockholm, SE-10044, 
Sweden
E-mail: msandstr@csc.kth.se

P124

Computing a generative model for neural codes
Carlos M. Herrera Jr.1, Curtis T. Luce1, Joe Song 1, Patricia M. Di Lorenzo2

1 Department of Computer Science, New Mexico State University, Las Cruces, NM 88011, USA
2 Department of Psychology, State University of New York, Binghamton, NY 13902, USA
E-mail: herrerca@nmsu.edu

P125

Responses of primary visual cortical neurons to natural movies in anesthetized cat
Shih-Cheng Yen1, Jonathan Baker2, Jean-Philippe Lachaux3, Charles M. Gray2

1 Department of Electrical and Computer Engineering, National University of Singapore, 
Singapore 117576, Singapore
2 Center for Computational Biology, Montana State University, Bozeman, Montana 59717, USA
3 INSERM U821, Lyon F-69500, France
E-mail: shihcheng@alumni.upenn.edu

P126
Modeling the transformation from LGN to V1 color-opponent receptive fields

Sarah M. Maynard1, Bevil R. Conway1, Mark S. Goldman2

1 Neuroscience Program, Wellesley College, Wellesley, MA 02481, USA
2 Center for Neuroscience; Department of Neuroscience, Physiology, & Behavior; Department of 
Ophthalmology & Visual Sciences, University of California Davis, Davis, CA 95618, USA
E-mail: msgoldman@ucdavis.edu

P127

Modeling spike-count dependence structures with multivariate Poisson distributions

Arno Onken1,2, Klaus Obermayer1,2

1 Bernstein Center for Computational Neuroscience, Berlin, 10115, Germany
2 Department of Electrical Engineering and Computer Science, Berlin Institute of Technology, 
Berlin, 10587, Germany
E-mail: aonken@cs.tu-berlin.de

P128

Multidimensional patterns of neuronal activity: how do we see them?
Ovidiu F. Jurju" 1,2,3, Danko Nikoli# 1,2, Wolf Singer 1,2, Dirk Metzler 4 and Raul C. Mure!an2,3

1 Department of Theoretical Neuroscience, Frankfurt Institute for Advanced Studies, Frankfurt 
am Main, Germany
2 Department of Neurophysiology, Max-Planck Institute for Brain Research, Frankfurt am Main, 
Germany
3 Experimental and Theoretical Neuroscience, Center for Cognitive and Neural Studies, Cluj-
Napoca, Romania
4 Department of Mathematics and Informatics, Johann Wolfgang Goethe University, Frankfurt 
am Main, Germany, E-mail: ovidiu@jurjut.ro
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P129

Neural representations of visual salience in primary visual cortex
Jit Hon Bong1, Shih-Cheng Yen1, Rodrigo F. Salazar2, Charles M. Gray2

1 Department of Electrical & Computer Engineering, National University  of Singapore, 
Singapore 117576, Singapore
2 Center for Computational Biology, Montana State University, Bozeman, Montana 59717, USA
E-mail: g0700204@nus.edu.sg

P130
A simple spiking retina model for exact video stimulus representation

Aurel A Lazar, Eftychios A Pnevmatikakis
Department of Electrical Engineering, Columbia University, New York, New York 10027, USA
E-mail: eap2111@columbia.edu

Posters Synchronization and Oscillation P131-P152

P131
Comparison of methods to calculate exact spike times in integrate-and-fire neurons with 

exponential currents
Alexander Hanuschkin1, Susanne Kunkel1, Moritz Helias1, Abigail Morrison2, Markus 
Diesmann1,2

1 Bernstein Center for Computational Neuroscience, Albert-Ludwigs-University, 79104 Freiburg, 
Germany
2 Computational Neuroscience Group, RIKEN Brain Science Institute, Wako City, Saitama 
351-0198, Japan
E-mail: hanuschkin@bccn.uni-freiburg.de, kunkel@bccn.uni-freiburg.de

P132

The effect of rectifying gap junctions on phase-locking in neuronal networks 
Donald French1, Tamara J Schlichter2, Timothy J Lewis2

1 Department of Mathematics, University of Cincinnati, Cincinnati, Ohio, USA, 45221
2 Department of Mathematics, University of California, Davis, CA, USA, 95616
E-mail: tjlewis@ucdavis.edu

P133

Predicting phase-locking in excitatory hybrid circuits

Fred H Sieling1, Carmen C Canavier2, Astrid A Prinz1,3

1 Wallace H. Coulter Department of Biomedical Engineering, Georgia Tech and Emory 
University, Atlanta, GA 30332, USA
2 Neuroscience Center for Excellence, Louisiana State University Health Sciences Center, New 
Orleans, LA, 70112, USA
3 Department of Biology, Emory University, Atlanta, GA, 30322, USA
E-mail: fred.sieling@bme.gatech.edu

P134

Predicting excitatory phase resetting curves in bursting neurons

Selva K Maran1, Fred H Sieling2, Astrid A Prinz2, 3, Carmen C Canavier1

1 Neuroscience Center for Excellence, LSU Health Sciences Center, New Orleans, LA, 70112
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2 Wallace H. Coulter Department of Biomedical Engineering, Georgia Tech and Emory 
University, Atlanta, GA 30332, USA
3 Department of Biology, Emory University, Atlanta, GA, 30322, USA
E-mail: sselan@lsuhsc.edu

P135

Phase response curves determine network activity of all to all networks of pulse coupled 

oscillators.
Srisairam Achuthan, Carmen C. Canavier
Center for Excellence in Neuroscience, LSU Health Sciences Center, New Orleans, LA 70112
E-mail: sachut@lsuhsc.edu

P136
Predicting n:1 locking in pulse coupled two-neuron networks using phase resetting theory

Fatma Gurel Kazanci1,  Selva K. Maran2,  Astrid A. Prinz1,  Carmen C. Canavier2,3

1 Department of Biology, Emory University, Atlanta, GA, 30322, USA
2 Neuroscience Center for Excellence, LSU Health Sciences Center, New Orleans, LA, 70112, 
USA
3 Department of Ophthalmology, LSU Health Sciences Center, New Orleans, LA, 07112, USA
E-mail: fgurelk@emory.edu

P137

A neurobiological model of the human sleep/wake cycle
Michael J Rempe1, Janet Best1,2, David Terman1,2

1 Mathematical Biosciences Institute, Ohio State University, Columbus, OH 43210, USA
2 Mathematics Department, Ohio State University, Columbus, OH, 43210, USA
E-mail: mrempe@mbi.ohio-state.edu

P138

Signal discrimination performed by population of spiking neurons enhanced by 
background gamma oscillations

Naoki Masuda1, Brent Doiron2

1 Graduate School of Information Science and Technology, University of Tokyo, Bunkyo, Tokyo, 
113-8656, Japan
2 Department of Mathematics, University of Pittsburgh, Pittsburgh, PA, 15206, USA
E-mail: masuda@mist.i.u-tokyo.ac.jp

P139
Noise-induced transitions in slow wave neuronal dynamics 

Sukbin, Lim1, John Rinzel1,2

1 Courant Institute of Mathematical Sciences, New York University, New York, NY 10012, USA
2 Center for Neural Science, New York University, New York, NY 10003, USA
E-mail: sukbin@cims.nyu.edu

P140
A simplified model of dopaminergic neuron

Sorinel Adrian Oprisan1 
1 Department of Physics and Astronomy, College of Charleston, Charleston, SC 29424, USA
E-mail: oprisans@cofc.edu 
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P141

Correlation susceptibility and single neuron computation
Sungho Hong, Erik De Schutter
Computational Neuroscience Unit, Okinawa Institute of Science and Technology, Okinawa 
904-0411, Japan
E-mail: shhong@oist.jp

P142

Phase and frequency synchronization analysis of NMDA-induced network oscillation 
Amber Martell1, Hyong C. Lee1, Jan-Marino Ramirez2, Wim van Drongelen1

1 Department of Pediatrics, University of Chicago Hospitals, The University of Chicago, 
Chicago, IL, USA
E-mail: martella@uchicago.edu

P143

Theory of neuronal spike densities for synchronous activity in cortical feed-forward 
networks

Sven Goedeke1, Tilo Schwalger2, Markus Diesmann1,2

1Bernstein Center for Computational Neuroscience, Albert-Ludwigs-University, 79104 Freiburg, 
Germany
2Computational Neuroscience Group, RIKEN Brain Science Institute, Wako-shi, Saitama 
351-0106, Japan
E-mail: diesmann@brain.riken.jp

P144
The Type II phase resetting curve is optimal for noise-induced synchrony: A mathematical 

proof
Aushra Abouzeid1, Bard Ermentrout1

1 Department of Mathematics, University of Pittsburgh, Pittsburgh, PA 15260, USA
E-mail: aua1@pitt.edu

P145
Modeling the interplay between interneuron and pyramidal cell during seizures.

Ghanim Ullah1, John R. Cressman Jr.2, and Steven J. Schiff1,3

1 Center for Neural Engineering, Department of Engineering Science and Mechanics, 
Pennsylvania State University, University Park, PA, 16802, USA, 
2 Krasnow Institute for Advanced Study, George Mason University, Fairfax, VA, 22030, USA, 
and 
3 Departments of Neurosurgery, and Physics, Pennsylvania State University, UniversityPark, PA, 
16802, USA.
Email: ghanim@psu.edu

P146

Predicting synchrony and asynchrony in basket cell networks coupled by multiple dendritic 

gap junctions
Tariq Zahid1, Frances K. Skinner1,2
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1 Toronto Western Research Institute, University Health Network, Toronto, Ontario, M5T 2S8 
Canada
2 Departments of Medicine (Neurology), Physiology and IBBME, University of Toronto, 
Toronto, Ontario, Canada
E-mail: fskinner@uhnres.utoronto.ca

P147

Interaction of membrane dynamics with network structure and its effects on spatio-
temporal network patterning

Andrew Bogaard1, Michal Zochowski1,2,5, Victoria Booth3,4,5

1 Physics Department, University of Michigan, Ann Arbor, MI 48104, USA
2 Biophysics Research Division, University of Michigan, Ann Arbor, MI 48104, USA
3 Department of Mathematics, University of Michigan, Ann Arbor, MI, 48104, USA
4 Department of Anesthesiology, University of Michigan, Ann Arbor, MI, 48104, USA
5 Neuroscience Graduate Program, University of Michigan, Ann Arbor, MI, 48104, USA
E-mail: abogaard@umich.edu

P148
A new measure for the detection of directional couplings based on rank statistics

Daniel Chicharro1, Anders Ledberg1, Ralph G Andrzejak1

1 Department of Information and Communication Technologies, Universitat Pompeu Fabra, 
Barcelona, Spain
E-mail: daniel.chicharro@upf.edu

P149
Loss of synchrony in an inhibitory network of type-I oscillators

Myongkeun Oh1 and Victor Matveev1

1 Department of Mathematical Sciences, New Jersey Institute of Technology, Newark, NJ 07030, 
USA
E-mail: matveev@njit.edu

P150

Intermittent patterns of synchronous activity in human basal ganglia
Choongseok Park1, Robert M Worth2,1, Leonid L Rubchinsky1,3

1 Department of Mathematical Sciences and Center for Mathematical Biosciences, Indiana 
University Purdue University Indianapolis, Indianapolis, IN 46202, USA
2 Department of Neurosurgery, Indiana University School of Medicine, Indianapolis, IN 46202, 
USA
3 Stark Neurosciences Research Institute, Indiana University School of Medicine, Indianapolis, 
IN 46202, USA
E-mail: leo@math.iupui.edu

P151
The role of burst duration in inhibitory synchronization

Igor Belykh, Andrey Shilnikov
Department of Mathematics and Statistics, Georgia State University , Atlanta, 30303, USA
E-mail: ibelykh@gsu.edu
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P152

Modeling perceptual multi-stability with Hodgkin-Huxley neurons

David Chik and Roman Borisyuk 
Centre for Theoretical and Computational Neuroscience, University of Plymouth, Plymouth PL4 
8AA, UK
E-mail: david.chik@plymouth.ac.uk

Posters Functional Imaging and EEG P153-P158

P153
Multichannel analysis of neural oscillations in a simple model network – towards a better 

understanding of the spatiotemporal structure of brain oscillations

Eckehard Olbrich1, Thomas Wennekers2

1 Max Planck Institute for Mathematics in the Sciences, D-04103, Leipzig, Germany
2 Centre for Theoretical and Computational Neuroscience, University of Plymouth,
PL4 8AA Plymouth, United Kingdom
E-mail: olbrich@mis.mpg.de

P154

Bicoherence and synchrony characteristics of sleep, wakeful and seizure 
electroencephalogram

Cauchy Pradhan1, Nithyananda Pradhan2

1 Department of  Neurology, National Institute of Mental Health and Neuroscience, Bangalore,
560029,INDIA
2 Department, of Psychopharmacology, National Institute of Mental Health and Neuroscience, 
Bangalore,560029,INDIA 

E-mail: cauchypradhan@gmail.com

P155

The cerebellum connectivity in mathematics cognition
Shigang Feng1, Yaxin Fan1, Qingbao Yu1, Qilin Lu1, Yi-Yuan Tang1, 2

1 Institute of Neuroinformatics and Laboratory for Brain and Mind, Dalian University of 
Technology, Dalian 116024, China
2 Department of Psychology, University of Oregon, Eugene, OR 97403, USA
E-mail: yiyuan@uoregon.edu

P156

The dual route model in Chinese-English bilinguals
Qilin Lu1, Li Zhou1, Yi-Yuan Tang1, 2

1 Institute of Neuroinformatics and Laboratory for Brain and Mind, Dalian University of 
Technology, Dalian 116024, China
2 Department of Psychology, University of Oregon, Eugene, OR 97403, USA
E-mail: yiyuan@uoregon.edu

P157
Functional connectivity of brain network during character imagery

Qingbao Yu1, Yi-Yuan Tang1, 2

1 Institute of Neuroinformatics and Laboratory for Brain and Mind, Dalian University of 
Technology, Dalian 116024, China
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2 Department of Psychology, University of Oregon, Eugene, OR 97403, USA
E-mail: yiyuan@uoregon.edu

P158

Investigating the interaction of transcranial magnetic stimulation with a model cortical 
neuron

David Reese McKay1, Allan D. Coop2, Jack L. Lancaster1, Peter T. Fox1

1Research Imaging Center, University of Texas Health Science Center, San Antonio, Texas 
78229, USA
2 Department of Epidemiology and Biostatistics, University of Texas, San Antonio, Texas, 
78249, USA
E-mail:mckayd@uthscsa.edu
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Workshop Schedule

Wednesday, July 23 (Coffee, tea, snacks: 8:30 - 9:00)

9:00 – 12:00 (coffee break: 10:00 - 11:00)
Workshop 1, One day, Part 1: Interoperability of software for computational and experimental 
neuroscience
Organizers: Padraig Gleeson, Sharon Crook

Workshop 2, One day, Part 1. A dialogue for theoreticians and experimentalists:
What is phase response analysis, and what can it tell us about neurons and networks?
Organizers: Astrid Prinz and Nathan Schultheiss, Emory University

Workshop 3, One day: Part 1: Molecular Diffusion in Neurons: Theory and Experiment
Organizer: Yoshihisa Kubota, Department of Neurobiology and Anatomy, University of Texas 
Medical School, 6431, Fannin, Houston, TX 77030

14:00 - 17:00 (Coffee break: 15:00 - 16:00)
Workshop 1, One day, Part 2: Interoperability of software for computational and experimental 
neuroscience

Workshop 2, One day, Part 2. A dialogue for theoreticians and experimentalists:
What is phase response analysis, and what can it tell us about neurons and networks?

Workshop 3, One day: Part 2: Molecular Diffusion in Neurons: Theory and Experiment

Workshop 4, One-and-a-half day Part 1: Methods of Information Theory in Computational 
Neuroscience
Aurel A. Lazar, Department of Electrical Engineering, Columbia University and Alex Dimitrov, 
Center for Computational Biology, Montana State University
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Thursday, July 24 (Coffee, tea, snacks: 8:30 - 9:00)

9:00  – 12:00 (coffee break: 10:00 - 11:00)

Workshop 4, One-and-a-half day Part 2: Methods of Information Theory in Computational 
Neuroscience

Workshop 5, Half day: Neuronal Gap Junctions: Modeling approaches, insights and possible 
roles
Organizers: Frances Skinner (Toronto Western Research Institute and University of Toronto, 
Canada), Tim Lewis (University of California, Davis, USA)

Workshop 6, Half day: A tutorial on neuroConstruct
Presenters: Padraig Gleeson and Volker Steuber, London
14:00  - 17:00 (coffee break: 15:00 - 16:00)

Workshop 4, One-and-a-half day Part 3: Methods of Information Theory in Computational 
Neuroscience

Workshop 7, Half day: NIH Funding Opportunities and Grant Writing Skills.
Presenters: Dennis Glanzmann (NIMH) and Yuan Liu (NINDS)

Rooms in the Center for Health & Healing (CHH):
All workshop rooms are fully equipped with AV and white boards.
(Room assignments will be made as the number of participants is determined)

CHH 3171 (Room 1A)   3rd floor 50 pers
CHH 3181 (Room 1B)   3rd floor 50 pers
CHH 3170 (Room 2)               3rd floor 10 (+5) pers
CHH 3172 (Room 3)               3rd floor 10 (+5) pers
CHH 12181                           12th floor 24 (+10) pers
CHH 13030 (BME conference room)     13th floor 20 pers
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Workshop Descriptions 

Molecular Diffusion in Neurons: Theory and Experiment 
Organizer: Yoshihisa Kubota,  Department of Neurobiology and Anatomy, University of Texas 
Medical School, 6431 Fannin, Houston, TX 77030 
 
Diffusion and transport of signaling molecules play a crucial role in neuronal function. For 
example, AMPA receptor trafficking in dendritic spines is emerging as a major mechanism for 
the expression of synaptic plasticity. The activation of AMPA or NMDA receptor requires a 
diffusion of neurotransmitter in the synaptic cleft, which in turn leads to Ca2+ entrance and 
subsequent diffusion-mediated Ca2+-calmodulin signaling in the postsynaptic spines.  

Molecular-level understanding of neuronal function therefore requires quantitative measurement 
and concurrent theoretical or computational analysis of molecular diffusion in neurons. In this 
one-day workshop, theoreticians and quantitative experimental biologists will discuss various 
aspects of molecular diffusion in neurons and talk about potential interactions between theory, 
computational modeling, and experiment. The topics include membrane protein diffusion, intra-
cellular dynamics of ligand-receptor complex, protein trafficking and anomalous diffusion in 
dendrites, receptor trafficking in the dendrite spines, neurotransmitter diffusion in the synaptic 
cleft, and postsynaptic Ca2+-CaM-CaMKII diffusion.  
 
One of our participants, Dr. Kusumi (see below) will also give a talk at the main conference as an 
invited speaker. The title of his talk at the main conference is: Single-Molecule Tracking of Raft-
Based Signal Transduction: A System of Digital Signal Transduction.  
 
List of presenters  

Dr. Akihiro Kusumi (Institute for Frontier Medical Sciences, Kyoto University): 
High-Speed Single-Molecule Tracking of Hop Diffusion and Signal Transfer Processes in 
the Plasma Membrane.  
Dr. Tania Q. Vu (Department of Biomedical Engineering, Oregon Health and 
Science University): Tracking the intracellular Dynamics of Discrete Ligand-Receptor 
Complex in Neural Cells Using Quantum Dot Probes.  
Dr. Erik De Schutter (University of Antwerp & Okinawa Institute of Science and 
Technology); Anomalous Intracellular Diffusion in Spiny Dendrites of Pyramidal 
Neurons and Purkinje Cells  
Dr. Paul C. Bressloff (Department of Mathematics, University of Utah): 
Mathematical Models of Protein Trafficking in Dendrites.  
Dr. Naveed Aslam & Dr. Harel Shouval (Department of Neurobiology and Anatomy, 
University of Texas Medical School at Houston): How Does Receptor Trafficking Affect 
Receptor Densities.  
Yoshi Kubota (Department of Neurobiology and Anatomy, University of Texas 
Medical School at Houston): CaMKII Trafficking and Membrane Diffusion of Signaling 
Molecules in  Dendritic Spines.  
Dr. David Holcman (The Weizmann Institute of Science): The Degenerated Synaptic 
Cleft Geometry Strongly Controls Synaptic Transmission. 
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Interoperability of software for computational and experimental neuroscience 
 Organizers: Padraig Gleeson, Sharon Crook 
 
Biophysically detailed computational models are increasingly accepted as important tools for the 
investigation of brain function by the wider neuroscience community. However, there are still a 
number of issues to address before a clear and practical framework can be created for exchange 
of ideas and data both between theoreticians working in different areas and between modelers 
and experimentalists. At present, multiple simulation platforms are used to model cellular and 
network activity, each of which has its own scripting language and data structures. This can make 
reuse of model code developed for one environment difficult for users of another platform, 
despite the fact that the physiological concepts underlying software design are the same in both. 
Also, software applications for analysis and management of data produced by 
electrophysiological experiments, and tools and utilities for the analysis of simulation results are 
normally developed independently, although the same analysis techniques can be carried out on 
both datasets.
 
This workshop includes presentations from researchers who are actively involved in the 
construction of software solutions for various stages of the computational modeling cycle: from 
obtaining experimental results, to model creation, simulation and analysis, to prediction of 
experimental results, and back again. The aim is to present an overview of initiatives in the field 
to allow greater interaction between these elements and increased usability of results from each 
stage.

After the main talks, an open discussion session will a) identify "gaps" in the tool chain and b) 
identify desired extensions/updates to existing standards that allow for greater biophysical detail 
in models.  
  
List of presenters  

Sharon Crook   (Arizona State University) Introduction to model interoperability and usability 
Pierre Yger (Centre National de la Recherche Scientifique) PyNN: a common Python interface 
for network simulators 
Padraig Gleeson (University College London) Enabling interoperability and transparency of 
models of biophysical neurons and networks with NeuroML 
Hugo Cornelis (University of Texas Health Science Center at San Antonio) A technical overview 
of the CBI simulation framework: examples of instances and applications 
Cengiz Gunay (Emory University) Standardizing acquired electrophysiological data: A Matlab-
loadable HDF5 file format annotated with recording conditions, units and scaling factor 
attributes A technical overview of the CBI simulation framework: examples of instances and 
applications
Darren Myatt (University of Reading) Neuromantic: A freeware tool for semi-automatic 
reconstruction of neuronal morphologies
Subhasis Ray/Upinder Bhalla )National Centre for Biological Sciences, Bangalore) MOOSE, 
the Multiscale Object-oriented Simulation Environment 
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Ivan Raikov (Okinawa Institute of Science and Technology) Neuroscience modeling languages: 
practice and theory 
Dan Goodman (École Normale Supérieure, Paris) Brian: a simulator for spiking neural networks 
in Python 
Phillip Lord (Newcastle University) The CARMEN Project: Towards a common data format for 
electrophysiological data exchange and analysis
  
Open Discussion, A number of topics related to interoperability and standardization will 
be discussed including:  
  Identification of gaps in the toolchain 
  Integration with SBML 
  Incorporation of Kinetic scheme/Markov model descriptions of channels/synapses 
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A dialogue for theoreticians and experimentalists: What is phase response analysis, and 

what can it tell us about neurons and networks? 
Organizers: Schultheiss, Prinz
 In the computational neurosciences, phase response (PR) analysis is used to describe how 
neurons’ responses to stimuli depend on the phase of stimulus delivery. At the interface of 
mathematics and neuroscience, PR analysis is increasingly popular among theoretical and 
experimental neuroscientists alike, because it offers insights into the relationship between the 
dynamics of individual neurons and of neuronal networks. This workshop provides a forum for 
computational neuroscientists from diverse specializations to consider the utility of PR analysis 
in the study of neural systems at multiple levels of complexity, e.g. cellular mechanisms 
underlying PR dynamics of single neurons and the prediction of population dynamics. Speakers 
will use experimental, modeling, and mathematical results to illustrate the application of phase 
response analysis to a variety of current neuroscientific questions of interest.

Note* One of the major discussion topics at last year’s CNS pre-meeting satellite was the 
tendency for computational neuroscientists to self-organize into experimental/biological and 
mathematical/theoretical camps. These camps are perpetuated in part by a language gap which 
can even exist between experts applying similar methods or addressing similar questions. 
Motivated by the belief that bridging this divide will strengthen and accelerate the field of 
Computational Neuroscience at large, those speakers who self-identify as theoreticians have been 
strongly encouraged to target the biological contingent of their audience and vice versa.
 
List of presenters 
Michiel Remme Weakly coupled oscillators as a framework for ongoing dendritic activity 
Tay Netoff  Multiscale effects of ion channels in epilepsy 
Nathan W. Schultheiss  Phase response analysis of a morphologically realistic globus pallidus 
neuron model subjected to ongoing synaptic background inputs. 
Farzan Nadim Flattening the PRC: Inhibitory feedback to pacemaker neurons promotes 
oscillation stability 
 Ole Paulsen Experimental phase response properties of hippocampal neurons during network 
oscillations 
Tim Lewis Phase response curves and phase locking in networks of neocortical inhibitory 
interneurons  
Hugh Robinson Studying synchronization amongst fast-spiking cortical interneurons using 
conductance injection and phase response analysis 
 Astrid Prinz Predicting phase locking in circuits of bursting neurons from the phase response 
curve 
 Carmen Canavier Clustering, harmonic locking, and delays in populations of pulse coupled 
oscillators 
 Sorinel Oprisan From isolated neurons to networks with phase resetting 
 John White Dynamical mechanisms of synchronization in the hippocampal formation 
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Neuronal Gap Junctions: Modeling approaches, insights and possible roles

Organizers: Frances Skinner (Toronto Western Research Institute and University of Toronto, 
Canada), Tim J. Lewis (University of California, Davis, USA)

Gap junctions are essential coupling components of neuronal networks in young and adult 
animals. They provide direct, fast electrical communication between cells, allowing current to 
flow down the electrical gradient between cells. For this reason, it is likely that they play a 
synchronizing role in neural systems. However, theoretical and modeling studies have shown 
that attributing only a synchronizing role to gap junctions neglects the richness of network 
dynamics that these protein molecules can support. The talks in this workshop will explore this 
rich behavior, which includes wave propagation, pattern formation and non- synchronous 
activities, thus elucidating the many possible roles that gap junctions can play in the nervous 
system.

Speakers (in alphabetical order): F. Gurel-Kazanci (Emory), T.J. Lewis (UC Davis), E. Munro 
(Tufts), F. Nadim (NJIT/Rutgers), F.K. Skinner (TWRI/Toronto)

Talk abstracts:
Role of gap junctions in pattern formation in a network of weakly coupled neural oscillators 
Fatma Gurel Kazanci, Department of Biology, Emory University, Atlanta, GA, 30322 Bard 
Ermentrout, Department of Mathematics, University of Pittsburgh, Pittsburgh, PA, 15260

Networks of coupled neural oscillators exhibit a variety of activity patterns according to the 
properties of the coupling. There is clear experimental evidence for the existence of electrical 
and chemical synapses in neocortical inhibitory networks . The effect of each type of coupling in 
isolation is well studied. Depending on the nature of the neural oscillation, inhibition can be 
either synchronizing or desynchronizing. In numerous computational and theoretical studies, it 
has been shown that electrical coupling can promote either synchrony or anti-synchrony 
depending on the shape of the action potential and the nature of the oscillator. Recently, the 
combined effects of these couplings have been an area of theoretical interest, however in these 
studies both the inhibition and the gap junctions encouraged synchronization. In a recent paper, 
we studied a spatially structured network of coupled neural oscillators in which there was local 
synchronizing coupling (mediated by electrical or gap junction coupling) and long range 
“desynchronizing” coupling mediated by synaptic inhibition [2]. The motivation for this work is 
the appearance of traveling waves and synchronous oscillations in the olfactory lobe of the 
garden slug [1]. The neurons which generate these patterns are coupled with both gap junctions 
and synaptic inhibition. Starting with a synchronous locally coupled network, we showed that the 
addition of global inhibitory coupling leads to a symmetry breaking bifurcation and ultimately to 
traveling waves. In another paper, we considered the same system (local synchronization and 
long-range desynchronization) from a different perspective. Starting with a globally coupled 
network of oscillators, we introduced local synchronizing coupling and asked what kinds of 
behaviors arise [4]. Our work for the inhibition only case is motivated by [3] where they show a 
heteroclinic connection between unstable two-cluster states for a different set of coupling 
functions. We used a slightly altered version of the coupling functions from our previous study to 
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accommodate stable clustered states. With the addition of nearest neighbor synchronizing 
coupling , we studied the network behavior. Local coupling (as opposed to all-to-all) requires 
that we specify a geometry of the network; here we consider the simplest case, a one-
dimensional ring of oscillators. We showed that for sufficiently strong gap junctions, there are 
stable traveling waves and that as the gap junction coupling decreases, there is a loss of stability 
of the traveling waves. For a structured network, the ordering of the oscillators matters and there 
are many arrangements for a clustered state. We showed that these have different stability 
behavior when local synchronizing coupling is added and that many new patterns bifurcate.

[1]B. Ermentrout, J. W. Wang, J. Flores, and A. Gelperin, Model for transition from waves to 
synchrony in the olfactory lobe of Limax, J. Comput. Neurosci., 17 (2004), pp. 365–383. 
[2]F. Gurel Kazanci and B. Ermentrout, Pattern formation in an array of oscillators with 
electrical and chemical coupling, SIAM J. Appl. Math. , 67 (2007), pp.512-529 
[3]D. Hansel, G. Mato, and C. Meunier, Clustering and slow switching in globally coupled phase 
oscillators, Phys. Rev. E, 48 (1993), pp. 3470–3477.
 [4]F. Gurel Kazanci and B. Ermentrout, Wave formation through the interaction between 
clustered states and local coupling in array of neural oscillators, SIAM J. Applied Dynamical 
Systems, 7 (2008), pp. 491- 509.

The effects of rectifying gap junctions on phase-locking in neuronal networks 
Tim J. Lewis (1) with Donald French (2), Tamara J Schlichter (1), (1) Department of 
Mathematics, University of California, Davis (2) Department of Mathematics, University of 
Cincinnati

Gap junction mediated electrical coupling is ubiquitous in neuronal systems. Electrical coupling 
is almost always modeled as a linear ohmic resistance between cells, where the coupling current 
is proportional to the transjunctional potential. However, many gap junctions exhibit rectification 
with trans-junctional voltage (Bukauskas & Verselis, 2004). The rectification process can evolve 
at different time scales. Because gap junctional rectification alters the strength of coupling 
between cells in a way that depends on the intrinsic states of the cells, it can affect network 
dynamics in a significant and complicated manner. However, the effects of rectification are 
largely unstudied. In this talk, I will discuss our recent efforts to understand the effects of gap 
junction rectification on phase-locking in model neuronal networks.

The axonal plexus: A description of the behavior of a network of axons connected by gap 

junctions 
Erin Munro, Christoph Börgers Mathematics department, Tufts University, Medford, MA

Gap junctions have been indicated in very fast oscillations (VFOs, 80 Hz) in the neocortex and 
hippocampus. Gap junctions among pyramidal axons have been identified in the hippocampus 
(Hamzei-Sichani et al. 2007), and are clearly indicated in VFOs within gamma oscillations in the 
hippocampus (Traub et al. 2003). Previous modeling studies have shown that an axonal plexus 
(network of axons connected by gap junctions) can produce a VFO (Traub et al. 1999), and that 
this VFO can be caused by expanding waves forming topological target patterns (Lewis and 
Rinzel 2000, Lewis and Rinzel 2001).
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Using the axon of the model in Traub et al. 1999, we find that the axonal plexus can exhibit three 
different behaviors depending on the somatic voltage (VS) and gap junction conductance (ggj): 
(1) noisy non-oscillatory activity, (2) stimulus-driven VFOs as described in Lewis and Rinzel 
2000, or (3) re-entrant VFOs where activity forms a spiral wave within the network. While 
stimulus-driven VFOs stop when external stimulation stops, re-entrant VFOs persist without 
external stimulation. Moreover, re-entrant VFOs occur for a wide range of VS and ggj in 
between the regions where we see noise and stimulus-driven VFOs. The behavior of the network 
is determined by the behavior of axons with the maximum number of connections (4-connected 
axons). These axons are key because (1) it is harder for them to fire when a neighbor fires 
relative to axons with fewer connections and (2) 4-connected axons are prevalent in the network. 
We see noise if 4-connected axons rarely fire, stimulus-driven VFOs if 4-connected axons 
always fire, and re-entrant VFOs if 4-connected axons fire most of the time but occasionally fail 
to propagate a spike. We discuss applications of this analysis for VFOs in gamma oscillations, 
slow-wave sleep, and seizure initiation.

The role of anatomical structure in determining activity in electrically- coupled neuronal 

networks Farzan Nadim NJIT/Rutgers

Gap junctions are involved in transfer of ions and small molecules between cells in many tissues. 
Electrical signaling via gap junctions (electrical coupling) has been implicated in the generation 
of synchronous electrical activity. We show that signal transfer between electrically coupled 
neurons is maximized at an optimal diameter of the coupled processes. We then explore the 
ramifications of this optimal diameter for signaling in a network of electrically coupled model 
neurons.

Different roles for gap junctions in the dendrites of different inhibitory cell types? 
Frances K. Skinner Toronto Western Research Institute, University Health Network and 
University of Toronto

There are several known subtypes of interneurons in hippocampus (McBain and Fisahn 2001). 
This diversity of interneurons likely has functional relevance as different interneuron subtypes 
fire at particular phases of in vivo theta and gamma rhythms, for example, suggesting distinct 
and specific contributions to behavioural patterning. Interestingly, gap junctions are known to be 
present on the dendrites of at least three different types of interneurons (Baude et al. 2007; 
Fukuda and Kosaka 2000). I will describe our use of phase response curves and weakly coupled 
oscillator theory to help understand the contribution of non-proximally located dendritic gap 
junctions in inhibitory networks with different intrinsic properties. In this way, different potential 
roles can be suggested.
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Neuronal Gap Junctions Workshop Schedule

08:30-09:00 – Setup, coffee and snacks

09:00-09:35 – Welcome, GJ Introduction, “The effects of rectifying gap junctions on 
phase-locking in neuronal networks” (T. Lewis)

09:35-10:00 – “Role of gap junctions in pattern formation in a network of weakly 
coupled neural oscillators” (F. Gurel Kazanci)

10:00-10:25 – “The axonal plexus: A description of the behavior of a network of axons 
connected by gap junctions” (E. Munro)

10:25-11:00 – coffee break

11:00-11:25 – “The role of anatomical structure in determining activity in electrically-
coupled neuronal networks” (F.Nadim)

11:25-11:50 – “Different roles for gap junctions in the dendrites of different inhibitory 
cell types?” (F. Skinner)

11:50-12:00 – Further discussion and questions, wrap up (F. Skinner)

Each speaker has 20 min to talk with 5 min for questions.



61

Methods of Information Theory in Computational Neuroscience

Organizers: Aurel A. Lazar, Department of Electrical Engineering, Columbia University and 
Alex Dimitrov, Center for Computational Biology, Montana State University

Methods originally developed in Information Theory have found wide applicability in 
computational neuroscience. Beyond these original methods there is a need to develop novel 
tools and approaches that are driven by problems arising in neuroscience. A number of 
researchers in computational/systems neuroscience and in information/communication theory are 
investigating problems of information representation and processing. While the goals are often 
the same, these researchers bring different perspectives and points of view to a common set of 
neuroscience problems. Often they participate in different fora and their interaction is limited.

The goal of the workshop is to bring some of these researchers together to discuss challenges 
posed by neuroscience and to exchange ideas and present their latest work.

The workshop is targeted towards computational and systems neuroscientists with interest in 
methods of information theory as well as information/communication theorists with interest in 
neuroscience.

List of presenters 
Wednesday, Afternoon Session (2:00 PM - 5:00 PM) 
Information Representation and Neural Coding Chair: Paul Sajda

2:00 PM - 2:50 PM, Information Theory and Neuroscience Don H. Johnson and Ilan N. 

Goodman Department of Electrical Engineering, Rice University.
Information theoretic methods offer to provide insight into the coding-fidelity capabilities of 
simple neural populations. Using rate-distortion theory, we show how well populations can 
represent information. We also analyze the effect of spike-sorting errors on measuring population 
activity. Beyond theoretical predictions, new developments in information theory offer ways of 
analyzing data to discover network connectivity. We review these new techniques and indicate 
how they might be used to study population data.

2:50 PM - 3:40 PM, Temporally Diverse Firing Patterns in Olfactory Receptor Neurons 

Underlie Spatio-Temporal Neural Codes for Odors Raman Baranidharan, National Institute of 
Child Health and Human Development, NIH, Bethesda, MD. Also NIST.
Odorants are represented as spatio-temporal patterns of spiking in the antennal lobe (AL, insects) 
and the olfactory bulb (OB, mammals). We combined electrophysiological recordings in the 
locust with well-constrained computational models to examine how these neural codes for odors 
are generated. Extracellular recordings from the olfactory receptor neurons (ORNs) that provide 
input to the AL showed that the ORNs themselves can respond to odorants with reliable spiking 
patterns that vary both in strength (firing rate) and time course. A single ORN could respond with 
diverse firing patterns to different odors, and, a single odorant could evoke differently structured 
responses in multiple ORNs. Further, odors could elicit responses in some ORNs that greatly 
outlasted the stimulus duration, and some ORNs showed enduring inhibitory responses that fell 
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well below baseline activity levels, or reliable sequences of inhibition and excitation. Thus, 
output from ORNs contains temporal structures that vary with the odor. The heterogeneous firing 
patterns of sensory neurons may, to a greater extent than presently understood, contribute to the 
production of complex temporal odor coding structures in the AL.

Our computational model of the first two stages of the olfactory system revealed that several 
well-described properties of odor codes previously believed to originate within the circuitry of 
the AL (odor-elicited spatio-temporal patterning of projection neuron (PN) activity, decoupling 
of odor identity from intensity, formation of fixed-point attractors for long odor pulses) appear to 
arise within the ORNs. To evaluate the contributions of the AL circuits, we examined subsequent 
processing of the ORN responses with a model of the AL network. The AL circuitry enabled the 
transient oscillatory synchronization of groups of PNs. Further, we found that the AL 
transformed information contained in the temporal dynamics of the ORN response into patterns 
that were more broadly distributed across groups of PNs, and more temporally complex because 
of GABAergic inhibition from local neurons. And, because of this inhibition, and unlike odor 
responses in groups of ORNs, responses in groups of PNs decorrelated over time, allowing better 
use of the AL coding space. Thus, the principle role of the AL appears to be transforming spatio-
temporal patterns in the ORNs into a new coding format, possibly to decouple otherwise 
conflicting odor classification and identification tasks.

Acknowledgements: Barani Raman is supported by a joint NIH-NIST postdoctoral fellowship 
award from the National Research Council. This is a joint work with Joby Joseph (equal 
contributor), Jeff Tang and Mark Stopfer (NICHD, NIH).

4:10 PM - 5:00 PM, Encoding, Processing and Decoding of Sensory Stimuli with a Population of 

Spiking Neurons Aurel A. Lazar and Etychios A. Pnevmatikakis, Department of Electrical 
Engineering, Columbia University.
We investigate an architecture for the encoding, processing and decoding of sensory stimuli such 
as odors, natural and synthetic video streams (movies, animation) and, sounds and speech. The 
stimuli are encoded with a population of spiking neurons, processed in the spike domain and 
finally decoded. The population of spiking neurons includes level crossing as well as integrate-
and-fire neuron models with feedback. A number of spike domain processing algorithms are 
demonstrated, including faithful stimulus recovery, as well as simple operations on the original 
visual stimulus such as translations, rotations and zooming. All these operations are executed in 
the spike domain. Finally, the processed spike trains are decoded for the faithful recovery of the 
stimulus and its transformations.

Thursday Morning Session (9:00 AM - 12:00 noon) TBA Chair: W.B. Levy
9:00 AM - 9:50 AM, Bifurcations with Symmetry in Rate Distortion and Information Distortion 

Optimization Problems Alex Dimitrov, Center for Computational Biology, Montana State 
University.

9:50 AM - 10:40 AM, Using Feedback Information Theory for Closed-Loop Neural Control in 

Brain-Machine Interfaces Cyrus Omar, Miles Johnson, Tim Bretl and Todd P. Coleman, 



63

Department of Electrical and Computer Engineering, University of Illinois at Urbana-
Champaign.

We propose a complementary approach to the design of neural prosthetic interfaces that goes 
beyond the standard approach of estimating desired control signals from neural activity. We 
exploit the fact that the for a user's intended application, the dynamics of the prosthetic in fact 
impact subsequent desired control inputs. This closed-loop approach uses principles from 
stochastic control and feedback information theory. We illustrate its effectiveness both 
theoretically and experimentally - in terms of spelling words from a menu of characters with a 
non-invasive brain-computer interface.

11:10 AM - 12:00 AM, NeuroXidence: Reliable and Efficient Analysis of an Excess or Deficiency 

of Joint-Spike Events Gordon Pipa, MIT and Massachusetts General Hospital, and Diek W. 
Wheeler, Wolf Singer and Danko Nikoli, Frankfurt Institute for Advanced Studies and 
Department of Neurophysiology, Max-Planck Institute for Brain Research, Frankfurt am Main.

We present a non-parametric and computationally-efficient method named NeuroXidence that 
detects coordinated firing of two or more neurons and tests whether the observed level of 
coordinated firing is significantly different from that expected by chance. The method considers 
the full auto-structure of the data, including the changes in the rate responses and the history 
dependencies in the spiking activity. Also, the method accounts for trial-by-trial variability in the 
dataset, such as the variability of the rate responses and their latencies. NeuroXidence can be 
applied to short data windows lasting only tens of milliseconds, which enables the tracking of 
transient neuronal states correlated to information processing. We demonstrate, on both 
simulated data and single-unit activity recorded in cat visual cortex, that NeuroXidence 
discriminates reliably between significant and spurious events that occur by chance.

Acknowledgements: The authors wish to thank to Sonja Grün and Emery Brown for the fruitful 
discussions on this project. Also, Gordon Pipa would like to thank to his wife Gabriela Pipa and 
her family for the great support. This study was partially supported by Hertie foundation.

Thursday Afternoon Session (2:00 PM - 5:00 PM) TBA Chair: Raman Baranidharan

2:00 PM - 2:50 PM, TBA William B. Levy, Laboratory for Systems Neurodynamics, University 
of Virginia.

2:50 PM - 3:40 PM, Optimal Computation with Probabilistic Population Codes Jeff Beck, 
Computational Cognitive Neuroscience Laboratory, University of Rochester. Human behavior 
has been shown to be optimal in a Bayesian/Laplacian (1) sense. This kind of optimality requires 
a neural code which represents probability distributions a way which allows for the operations of 
probabilistic inference to be implemented via biologically plausible operations. Within the 
Probabilistic Population Coding (PPC) framework it will first be argued that optimal neural 
computation implies a strong relationship between the neural operations which implement 
probabilistic computation and the statistics of neural activity. As an example, it will then be 
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shown that when the statistics of stimulus conditioned neural activity are Poisson-like, a 
recurrent neural network which can implement linear combinations of neural activity as well as 
quadratic non-linearities (and/or coincidence detection) and divisive normalization is sufficient 
to implement the three basic operations of probabilistic inference: evidence integration, 
marginalization of nuisance parameters, and parameter estimation/action selection in a wide 
variety of behaviorally relevant paradigms. As a concrete example, I will present a spike based 
neural code which tracks the posterior distribution of a particle in Brownian motion in a 
quadratic potential (i.e. implements a Kalman filter) and then optimally generates motor 
commands for smooth pursuit.

(1) Though widely credited for the discovery of the rule which bears his name, no direct 
reference to that rule can be found in his work. Indeed, there is evidence that Bayes was more 
concerned with reward maximizing decision making and that the form of probabilistic inference 
currently labeled as Bayesian was best (if not first) elucidated by Laplace in his Philosophical 
Treatise on Probability:http://ba.stat.cmu.edu/journal/2006/vol01/issue01/fienberg.pdf

4:10 PM - 5:00 PM, Perceptual Decision Making via Sparse Decoding of Neural Activity from a 

Spiking Neuron Model of V1 Paul Sajda, Department of Biomedical Engineering, Columbia 
University.

Recent empirical evidence supports the hypothesis that invariant visual object recognition might 
result from non-linear encoding of the visual input followed by linear decoding. This hypothesis 
has received theoretical support through the development of neural network architectures which 
are based on a non-linear encoding of the input via recurrent network dynamics followed by a 
linear decoder.

In this talk we will consider such an architecture in which the visual input is non-linearly 
encoded by a biologically realistic spiking model of V1, and mapped to a perceptual decision via 
a sparse linear decoder. Novel is that we 1) utilize a large-scale conductance based spiking 
neuron model of V1 which has been well-characterized in terms of classical and extra-classical 
response properties, and 2) use the model to investigate decoding over a large population of 
neurons (>1,000) and diverse biological constraints (e.g. Magno vs. Parvo architectures). We 
compare decoding performance of the model system to human performance by comparing 
neurometric and psychometric curves. We see that a recurrently-connected V1-type encoding 
followed by a sparse linear decoder can achieve supra-accurate decoding relative to human 
behavioral performance.

http://ba.stat.cmu.edu/journal/2006/vol01/issue01/fienberg.pdf
http://ba.stat.cmu.edu/journal/2006/vol01/issue01/fienberg.pdf
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A tutorial on neuroConstruct 
Presenters: Padraig Gleeson, Volker Steuber 
 
This workshop will be a hands on tutorial for those interested in creating biophysically detailed 
single cell and network models with neuroConstruct (http://www. neuroConstruct.org). It will 
provide a broad overview of the range of features available to facilitate development and analysis 
of complex 3D models on the NEURON, GENESIS (and currently in development, MOOSE) 
simulation platforms.

It will cover the core features of the application including: importation and validation of detailed 
neuronal morphologies (e.g., from Neuromorpho.org); creation and use of ion channel and 
synaptic mechanisms, both in native simulator script and specified in ChannelML (the latest 
version of all of the NeuroML specifications is available at http://www.morphml.org:8080/
NeuroMLValidator); generation of complex 3D network connectivity; inbuilt tools for single cell 
and population activity analysis. A number of cell and network models which have recently been 
converted to neuroConstruct/NeuroML format will be shown including cell models from the 
hippocampus (Migliore et al., 2005) and cerebellum (De Schutter and Bower, 1994), and a 
thalamocortical network model (Traub et al., 2005).

A number of new and under development features will also be presented, including support for 
the compact HDF5 file format (for storing network structure or cellular activity) and automatic 
generation of network simulations for parallel computing environments. The initial 
implementation of the Python based interface for controlling neuroConstruct via script files (e.g. 
to generate and analyze large numbers of simulations) will also be demonstrated.

Some basic knowledge of simulators such as NEURON and GENESIS prior to the tutorial would 
be a big advantage for participants, who are encouraged to confirm attendance to 
p.gleeson@ucl.ac.uk before the meeting.
 
De Schutter, E., and Bower, J.M. (1994). An active membrane model of the cerebellar Purkinje 
cell. I. Simulation of current clamps in slice. J Neurophysiol 71, 375-400. 
Migliore, M., Ferrante, M., and Ascoli, G.A. (2005). Signal propagation in oblique dendrites of 
CA1 pyramidal cells. J Neurophysiol 94, 4145-4155. 
Traub, R.D., Contreras, D., Cunningham, M.O., Murray, H., LeBeau, F.E., Roopun, A., Bibbig, 
A., Wilent, W.B., Higley, M.J., and Whittington, M.A. (2005). Single-column thalamocortical 
network model exhibiting gamma oscillations, sleep spindles, and epileptogenic bursts. J 
Neurophysiol 93, 2194-2232. 
 
 

http://www.morphml.org:8080/NeuroMLValidator
mailto:p.gleeson@ucl.ac.uk
mailto:p.gleeson@ucl.ac.uk
http://www
http://www
http://www.morphml.org:8080/NeuroMLValidator
http://www.morphml.org:8080/NeuroMLValidator
http://www.morphml.org:8080/NeuroMLValidator
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NIH Funding Opportunities and Grant Writing Skills

Computational Neuroscience Meeting – CNS*2008
Thursday, July 24, 2008

NIH Funding Opportunities Seminar

The NIH offers funding mechanisms targeted for graduate students, postdoctoral 
fellows, beginning faculty members and established scientists.  These include training 
fellowships and career development awards, training grants and a host of research 
project grants from small grants to exploratory/developmental grants, regular research 
project grants, program projects and centers.  This presentation will provide useful 
information on which grant  mechanisms are appropriate for each stage of your research 
career and special initiatives.

Grantsmanship Seminar

Are you a graduate student or postdoctoral fellow seeking an NIH fellowship or a career 
development award?  Are you a newly  established faculty member planning to write 
your first NIH research grant application?  Then this workshop is especially for you!  
Although primarily directed to new investigators, the seminar is open to all interested 
persons.  To write a successful NIH grant application, you'll need to understand the NIH 
granting philosophy.  This presentation will focus on how to write a successful grant 
application, the grant review process, what a grant review committee looks for in an 
application, and how to respond to a less-than-favorable review.

Additional Information

There will be time allotted for questions and discussion after the formal presentations.  
Links to relevant URLs for NIH grant application and for grantsmanship issues in 
general, common mistakes in NIH grant applications, and a technical checklist for 
writing a grant application will be available as handouts.  

Speakers

The seminar speakers have presented this information at numerous meetings and 
conferences held at  universities and institutions throughout the United States and 
worldwide.  They  are both program officers responsible for large portfolios of scientific 
research grants in the NIH Extramural Programs.

Yuan Liu, PhD, is Chief of the Office of International Activities, and Director of the 
Computational Biology  & Bioinformatics Program at the National Institute of 
Neurological Disorders and Stroke, NIH, DHHS.

Dennis L. Glanzman, PhD, is Chief of the Theoretical and Computational 
Neuroscience Research Program, and Coordinator for Multi-Scale and Cross-
Disciplinary Research at the National Institute of Mental Health, NIH, DHHS.
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Directions & Transit Map

The Benson Hotel to the Workshops

Walk 0.27 mile northwest from The Benson Hotel to NW 11th & Couch
 Walk a short distance northeast on SW Broadway. 
 Turn left on SW Oak St. 
 Walk 0.18 mile west on SW Oak St. 
 Bear left on W Burnside St. 
 Walk a short distance west on W Burnside St. 
 Turn right on NW 11th Ave. 
 Walk a short distance north on NW 11th Ave. 
Board Portland Streetcar to South Waterfront
Get off at SW Moody & Gibbs (under the aerial tram)
Cross SW Moody to the Center of Health and Healing and take elevator to the 3rd floor.

University Place to the Workshops

Walk 0.19 mile north from University Place to SW 3rd & Harrison
 Cross SW Lincoln St. onto SW Pedestrian Tr. 
 Walk 0.17 mile north on SW Pedestrian Tr. 
 Turn right on SW Harrison St. 
 Walk a short distance east on SW Harrison St.
Board Portland Streetcar to South Waterfront
Get off at SW Moody & Gibbs (under the aerial tram)
Cross SW Moody to the Center of Health and Healing and take elevator to the 3rd floor.

Ondine (student housing) to the Workshops

Walk 0.18 mile northeast from Ondine to SW 5th & Montgomery
 Walk a short distance north on SW 6th Ave. 
 Turn right on SW Harrison St. 
 Walk a short distance east on SW Harrison St. 
 Turn left on SW 5th Ave. 
 Walk a short distance north on SW 5th Ave. 
Board Portland Streetcar to South Waterfront
Get off at SW Moody & Gibbs (under the aerial tram)
Cross SW Moody to the Center of Health and Healing and take elevator to the 3rd floor.
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University Place to The Benson Hotel

Walk 0.19 mile north from 310 SW Lincoln St to SW 3rd & Harrison
 Cross SW Lincoln St. onto SW Pedestrian Tr. 
 Walk 0.17 mile north on SW Pedestrian Tr. 
 Turn right on SW Harrison St. 
 Walk a short distance east on SW Harrison St.
Board Portland Streetcar to NW 23rd Ave
Get off at NW 10th & Couch
Walk 0.27 miles to The Benson Hotel
 Walk a short distance south on NW 11th Ave. 
 Turn left on W Burnside St. 
 Walk a short distance east on W Burnside St. 
 Bear right on SW Oak St. 
 Walk 0.18 mile east on SW Oak St. 
 Turn right on SW Broadway. 

Ondine (student housing) to The Benson Hotel

Walk 0.18 mile northeast to PSU Urban Center:
 Walk 0.16 mile north on SW 6th Ave. 
 Turn right on SW Mill St. 
 Walk a short distance east on SW Mill St.
Board Portland Streetcar to NW 23rd Ave
Get off at NW 10th & Couch
Walk 0.27 miles to The Benson Hotel
 Walk a short distance south on NW 11th Ave. 
 Turn left on W Burnside St. 
 Walk a short distance east on W Burnside St. 
 Bear right on SW Oak St. 
 Walk 0.18 mile east on SW Oak St. 
 Turn right on SW Broadway. 
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Portland Lunch Restaurants

Lunch at The Benson Hotel

 Palm Court: Lunch Buffet $15.95 Per Person
 The London Grill, Located on The Lower Level of the hotel

Lunch Outside the Hotel, In 30 minutes…
 Pizzacato - 705 SW Alder (On Broadway & Alder Street)
 Great Harvest Bread Co. - 540 SW Broadway (On Broadway & Alder Street)
 Baja Fresh - 1121 W. Burnside St. (On Burnside & 11th Avenue)
 Whole Foods - 1210 NW Couch (On 12th & Couch Street)
 Tully’s - 845 SW 4th Avenue (On 4th & Washington Street)
 Subway - 619 SW Park Ave (On Park and Alder Street)

Lunch Outside the Hotel, In 60 minutes…
 Pazzo Ristorante – 627 SW Washington (On Broadway & Washington)
 Typhoon – 410 SW Broadway (On Broadway & Stark)
 The Greek Cuisina – 404 SW Washington (On Washington & 4th)
 Rock Bottom Restaurant & Brewery – 206 SW Morrison (On 2nd & Morrison)
 Portland City Grill – 111 SW 5th Ave, 31st Floor 

Lunch Food Carts: Each Google pointer locates a unique cart near the Benson.



71

Author Index

Abarbanel, Henry P4, P30  
Abbas, James P27   
Abouzeid, Aushra P144   
Achuthan, Srisairam P135   
Adams, Rod P67   
Adkins, Steve P65   
Aertsen, Ad P6   
Agbanusi, Ikemefuna P24   
Aghagolzadeh, Mehdi P2   
Ahmed, Omar P22   
Almeida, Rita P13, P16  
Amber, Martell P50, P142  
Ambros-Ingerson, Jose P59   
Andrzejak, Ralph G P30, P148  
Antolik, Jan P96   
Ascoli, Giorgio P8, P62  
Assadi, Amir P40   
Baer, Steven P104, P110  
Baker, Tanya P38   
Baker, Jonathan P125   
Baldo, Markus Vinícius P78   
Baltz, Thomas P17   
Banerjee, Arunava P113   
Barbieri, Riccardo P32   
Barreto, Ernest O9   
Bednar, James P96   
Beggs, John O3   
Belykh, Igor P151   
Benayoun, Marc P38   
Bennett, Max O11   
Berke, Joshua P18   
Best, Janet P137   
Bhalla, Upinder L2, P20, P93  
Billard, Aude G P76   
Bjaalie, Jan G P89   
Blackwell, Kim L3, P105   
Bogaard, Andrew P147   
Bong, Jit Hon P129   
Booth, Victoria P147   
Boothe, David O4   

Borisyuk, Roman P152   
Borji, Ali P73   
Bose, Amitabha P24, P98  
Boushel, Caitriona P39   
Bower, James P87, P88  
Brette, Romain P92   
Brezina, Vladimir P25, P29  
Brom, Cyril P75   
Brown, Emery  P32   
Brunel, Nicolas P115   
Burkitt, Anthony O14, P97  
Byrne, Michael P106, P107  
Byrnes, Sean P97   
Canavier, Carmen P133, P134, 

P135, P136 
Carlen, Peter P49   
Carmena, Jose P70   
Carroll, Michael P14   
Casile, Antonino P112   
Caticha, Nestor P78   
Chacron, Maurice O8   
Chandrasekaran, Lakshmi P98   
Chang, Shaojie P110   
Chatzopoulou, Elli P89   
Chen, Zhe P32   
Chicharro, Daniel P30, P148  
Chik, David P152   
Clopath, Claudia O13   
Cohen, Avis O4   
Connell, Laura P109   
Contractor, Saaniya P29   
Conway, Bevil P126   
Coop, Allan P58, P87, P88  
Cornelis, Hugo P87, P88  
Coskren, Patrick P5   
Costa, Rui P95   
Cotic, Marija P49   
Cowan, Jack P38   
Cressman, John O9, P145  
Crook, Sharon P104, P110  



72

Crotty, Patrick P41   
Curran, Paul P39   
Dashti-Torabi, Hesam P40   
Davey, Neil P67   
De Lima, Ana D P17   
De Schutter, Erik P84, P85, P141  
De Sousa, Giseli P67   
Deco, Gustavo P13, P77  
Denham, Sue P13   
Derkach, Victor L4
Deshpande, Raamesh P20, P93  
Dhawale, Ashesh P20   
Di Lorenzo, Patricia P124   
Diesmann, Markus P60, P69, P131, 

P143 
Dimitrov, Alexander P121   
Ditto, William P4   
Dodla, Ramana P9   
Doiron, Brent P138   
Dudani, Niraj P20, P93   
Dwyer, Jennifer P50   
Edgerton, Jeremy P83   
Edwards, Michael P88   
Eldawlatly, Seif P19   
Ermentrout, Bard P144   
Fan, Yaxin P155   
Farnell, Les O11   
Feldt, Sarah P18   
Fellous, Jean-Marc P21   
Feng, Shigang P33, P155  
Ferragamo, Michael P114   
Fey, Dirk P47   
Fiedler, Katja P74   
Fleischer, Falk P112   
Fox, Peter T P58   
Fransén, Erik P45   
French, Donald P132   
Fry, Robert P66   
Fujita, Tomohiro P56   
Fukai, Tomoki P56   
Ganguly, Kanuresh P70   
Gao, Yuan P51   
García-Crescioni, Keyla P25   
Gardner, Carl P110   

Gibson, William O11   
Giese, Martin P112   
Gilson, Matthieu O14   
Glaze, Christopher P28   
Goedeke, Sven P143   
Goldman, Mark P126   
Goldwyn, Joshua P119   
Golowasch, Jorge P24   
Gonye, Gregory P31   
Goodman, Dan P92   
Goodman, Ilan P122   
Graupner, Michael P46   
Gray, Charles P125, P129  
Grayden, David O14, P97  
Guler, Marifi P48   
Gunay, Cengiz P42, P82  
Gurel Kazanci, Fatma P136   
Gutkin, Boris P46   
Haas, Julie S P30   
Halnes, Geir O10   
Halvorson, Katie P114   
Hamilton, David P62   
Hammett, K Richard P42   
Hanuschkin, Alexander P131   
Hao, Haiping P31   
Haufler, Darrell O7   
Helias, Moritz P131   
Hellgren Kotaleski, Jeanette O10, 

P89, P105  
Helms Tillery, Stephen P61   
Hendrickson, Eric P83   
Herrera Jr., Carlos P124   
Herrmann, J Michael P74   
Herzog, Andreas P17   
Hesse, Frank P74   
Hetrick, Vaughn P18   
Hillen, Brian P27   
Hjorth, Johannes P105   
Ho, Ernest P3   
Hobbs, Jon O3   
Hof, Patrick P5   
Holm, Pontus P89   
Holmes, Bill P59   
Honey, Christopher O3   



73

Hong, Sungho P141   
Hooper, Ryan M P42   
Horatiu, Voicu P1   
Hunn, David P61   
Hwang, Donguk P4   
Iancu, Ovidiu P68   
Ichikawa, Kazuhisa P101   
Igarashi, Yoshiki P23   
Ikeno, Hide P23   
Jaeger, Dieter O12, P82, P83  
Jensen, Karl P43   
Jin, Rong P19   
Jindrich, Devin P27   
Jinks, Steven L P26   
Johnson, Don P122   
Jones, Kelvin P43, P55  
Jose, Jorge P70   
Julia, Berzhanskaya P8   
Jung, Ranu P27   
Jurjut, Ovidiu P128   
Kalantzis, Georgios P86, P103  
Kanzaki, Ryohei P23   
Kazawa, Tomoki P23   
Kim, Hojeong P55   
Kim, Seunghwan P100   
Kitano, Katsunori P56   
Klement, Daniel P75   
Kloc, Mary P40   
Koelling, Melinda P118   
Kozlova, Nataliya P29   
Kreuz, Thomas P30   
Kubota, Yoshihisa P86, P102, 

P106, P107, 
P108 

Kumar, Arvind P6   
Kunkel, Susanne P131   
Kusumi, Akihiro L5
Lacaille, Jean-Claude O7   
Lachaux, Jean-Philippe P125   
Lancaster, Jack L P58   
Lansner, Anders P123  
Larsson, Johan P13   
Larsson, Anders P89   
Lazar, Aurel P130   

Lebedev, Mikhail O2   
Leblois, Arthur O6   
Ledberg, Anders P16 , P77, P148    
Lee, Tong P40   
Lee, Hyong P50, P142  
Levine, Herbert P44   
Levy, William P52   
Lewis, Tim P26, P120, P132  
Li, Jian P34   
Lillberg, Ylva P89   
Lim, Sukbin P139   
Lin, Risa O12   
Litke, Alan O3   
Liu, Chin-Yueh P7   
Longtin, Andre O13   
Lu, Qilin P33, P155, P156  
Luce, Curtis P124   
Luebke, Jennifer P5, P51  
Luu, Thu P43   
Macedo, Luís P95   
Madhavan, Radhika P20   
Major, Lora P55   
Manchanda, Rohit P57   
Maran, Selva P134, P136  
Markin, Sergey P91   
Marti, Daniel P77   
Martius, Georg P74   
Masuda, Naoki P138   
Matveev, Victor P149   
Maynard, Sarah P126   
Mazzoni, Alberto P115   
McCamy, Michael P104   
McDonnell, Mark P117   
McKay, David P58   
McNaughton, Bruce P21   
Medvedev, Georgi O5   
Meffin, Hamish P97   
Mehta, Mayank P22   
Mello, Claudio P68   
Metz, Svenja O12   
Metzler, Dirk P128   
Michaelis, Bernd P17   
Michelotti, Gregory P40   
Miller, Mark W P25   



74

Modi, Mehrab P20   
Mokri, Yasamin P94   
Montbrio, Ernest P13  
Morel, Danielle P52   
Morin, France O7   
Morrison, Abigail P69, P131  
Muresan, Raul P37, P128  
Myatt, Darren P81   
Nadim, Farzam P24, P53  
Naeslund, Mikael P89   
Nakamura, Masayoshi P23   
Nasuto, Slawomir P81   
Naveed, Aslam P54, P102  
Navratilova, Zaneta P21   
Nicolelis, Miguel  O2   
Nikolic, Danko P128   
Nishikawa, Ikuko P23   
Nobakht, Maliheh P64   
Nozawa, Keiji P101   
Nykamp, Duane P7, P118  
Obermayer, Klaus P127   
Oh, Myongkeun P149   
Olbrich, Eckehard P153   
Oliveira, Rodrigo P105   
Onken, Arno P127   
Oprisan, Sorinel P140   
Oweiss, Karim P2, P19  
Panzeri, Stefano P115   
Park, Coongseok P150   
Perkel, David O6   
Peskin, Charles S P25   
Peterson, Ellegene P59   
Petreska, Biljana P76   
Pnevmatikakis, Eftychios P130   
Politi, Antonio P30   
Potjans, Tobias P60   
Potjans, Wiebke P69   
Pradhan, Cauchy P154   
Pradhan, Nithyananda P154   
Preuss, Michal P75   
Prinz, Astrid P42, P53, P133, 

P134, P136 
Proschinger, Thomas P123   
Rabbah, Pascale P53   

Ramirez, Jan-Marino P14, P50, P142  
Ray, Subhasis P93   
Rempe, Michael P137   
Ringhofer, Christian P110   
Rinzel, John L1, P139   
Ritz, Raphael P89   
Roberts, Patrick P68   
Rospars, Jean-Pierre O10   
Rotter, Stefan P6   
Rowe, Michael P59   
Rubchinsky, Leonid P150   
Sakai, Ko P116   
Salazar, Rodrigo P129   
Sandström, Malin P123   
Sauer, Tim O1   
Schiff, Steven O1, O9, P8, 

P145 
Schlichter, Tamara J P26, P132  
Schwaber, James P31, P47  
Schwalger, Tilo P143   
Schwemmer, Michael P120   
Scorcioni, Ruggero P62   
Seely, Jeffrey P41   
Sejnowski, Terrence P44   
Senn, Walter P72, P111  
Shafiee, Maasoumeh P64   
Shea-Brown, Eric P119   
Sher, Alexander O3   
Shilnikov, Andrey P151   
Shimizu, Ryohei P116   
Shin, Chang-Woo P100   
Shouval, Harel P54, P86, P102, 

P103 
Sieling, Fred P133, P134  
Silva, Carolina Feher da P78   
Singer, Wolf P128   
Skinner, Frances O7, P3, P146  
Smith, Anne C P26   
Smolinski, Tomasz P53   
Song, Joe P124   
Soto-Treviño, Cristina P53   
Sporns, Olaf  O3   
Steephen, John P57   
Stern, Estee P25   



75

Steuber, Volker P67   
Stiefel, Klaus M P63   
Stocks, Nigel P117   
Strandberg, Per P89   
Sui, Danni P34   
Tabatabaeei, Parvaneh P64   
Talathi, Sachin P4   
Tam, David P79, P80  
Tanaka, Shoji P36   
Tang, Yiyuan P15, P33, P34, 

P71, P155, 
P156, P157

Tang, Aonan O3   
Terman, David P137   
Thomas, Doreen O14   
Tigerholm, Jenny P45   
Tikidji-Hamburyan, Ruben P12, P90, P91  
Toporikova, Natalia O8   
Torben-Nielsen, Benjamin P63   
Torcini, Alessandro P30   
Torres, Elizabeth P70   
Trengove, Chris P97   
Troyer, Todd O4, P28  
Ulfhielm, Erik O10   
Ullah, Ghanim O9, P145  
Urbanczik, Robert P72, P111  
Vadigepalli, Rajanikanth P31, P47  
Van Drongelen, Wim P38, P50, P142  
Van Geit, Werner P84   
Van Hemmen, Leo O14   
Vanderkraats, Nathan P113   
Vasilaki, Eleni P72   
Vasilkov, Viacheslav P12   
Velho, Tarciso P68   
Vijayan, Sujith P32   
Vladimirskiy, Boris P111   
Voigt, Thomas P17   
Volman, Vladislav P44   
Waddell, Jack P18   
Wagatsuma, Nobuhiko P116   
Wallace, Edward P38   
Wallace, Lane P109   
Wang, Hui P89   

Waxham, Neal P106, P107, 
P108  

Wearne, Susan P5, P51  
Weaver, Christina P51   
Wennekers, Thomas P153   
Wils, Stefan P85   
Wilson, Charles P9   
Wilson, Matthew P32   
Worth, Robert P150   
Wotton, Janine P114   
Wulfram, Gerstner O13, P72  
Yadav, Aniruddha P5, P51  
Yan, Sun P71   
Yarahmadi, Alborz P24   
Ye, Hui P49   
Yen, Shih-Cheng P94, P125, P129  
Yu, Qingbao P33, P155, P157  
Zacksenhouse, Miriam O2   
Zahid, Tariq P146   
Zhang, Liang P3   
Zhao, Qingbai P15   
Zhou, Yang P19   
Zhou, Li P156   
Zhu, Junmei P99   
Ziburkus, Jokubas O9   
Zilberter, Misha P105   
Zochowski, Michal P18, P147  



76

Notes



77

Notes



78

Notes




