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Markus Diesmann, Research Center Jiilich, Germany

Gaute Einevoll, Norwegian Univ. Life Sciences, Aas, Norway
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Jeanette Kotaleski, Royal Institute Technology, Stockholm, Sweden

Jorge Mejias, University of Ottawa, Canada

Farzan Nadim, Rutgers University, Newark, USA
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Publication Chair: Gennady Cymbalyuk, Georgia State University, Atlanta, USA
Romain Brette, Ecole Normale Supérieure, Paris, France

Anthony Burkitt, University of Melbourne, Australia
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Thomas Nowotny, University Sussex, Brighton, UK

Duane Nykamp, University Minnesota, Minneapolis, USA

Antonio C. Roque, University of Sao Paulo, Ribeirao Preto, Brazil
Leonid Rubchinsky, Indiana & Purdue University, Indianapolis, USA
Benjamin Torben-Nielsen, Blue Brain Project, EPFL, Switzerland



2013 Local Organizers

Boris Gutkin, Ecole Normale Supérieure
Gianluigi Mongillo, Université Paris Descartes
Alain Destexhe, CNRS Gif-sur-Yvette

Fundraising

OCNS, Inc is a US non-profit, 501(c)(3) serving organization supporting the Computational Neuro-
science community internationally. We seek sponsorship from corporate and philantropic organizations
for support of student travel and registration to the annual meeting, student awards and hosting of
topical workshops. We can also host booth presentations from companies and book houses. For further
information on how you can contribute please email http://sponsorship@cnsorg.org.
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C ORPORATION Solutions for neurophysiological research
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"CORPORATION

Brain Corporation (San Diego, CA) seeks talented and highly motivated
computational neuroscientists to develop, implement, and investigate novel
algorithms with applications in perception, motor control, and spatial navigation. The
position will require solving interesting and novel technical challenges in object
perception, reinforcement learning, complex system design and integration in real-
world robotic and computer-simulated environments.

TEN REASONS TO JOIN REQUIREMENTS:
BRAIN CORPORATION Exceptional programming skills in multiple languages.

10

Work on the most exciting scientific Clear communication and creative abilities.

challenge of the century. Ability to work in collaborative environments.

Outstanding team of computational Experience implementing algorithms.

scientists, programmers, and Experience with neural networks and machine learning.

engineers. Some prior robotics experience helpful.

Industry-level salary, stock option Continuous integration/refactoring familiarity a plus.
E)ann:'s matching 401K, end of year Cluster/Distributed/GPC computing experience a plus.

Health, dental, and vision insurance. Submit your CV/Resume and relevant papers to

Dr. Eugene M. Izhikevich, CEO

Free breakfast and lunch at work; lots jobs@braincorporation.com

of healthy choices.

Free Smart phone for new employees;
free gadgets twice per year.

Live 5 minutes from the Pacific Ocean. We are designing intelligent, real-world systems that
Surf or dive any day of the year. Bike leverage knowledge from neuroscience. We are a
to work. team of scientists intrigued by the secrets of the
Bring your family to sunny San Diego: brain. We are passionate about changing the world
beaches, zoo, Sea World, Legoland, with smarter robots that are equipped with artificial
Wild Animal Park. nervous systems.

Family-friendly events, all-expense-

paid holiday retreats, deep-sea fishing. PLEASE VISIT

Attend conferences and we stay an FOR MORE INFORMATION

extra day just to ski.
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TUTORIALS

MAIN MEETING

WORKSHOPS

Saturday, July 13

Sunday, July 14

Monday, July 15

Tuesday, July 16

Wednesday, July 17

Thursday, July 18

08:00

08:10

08:20

08:30

08:40

08:50
09:00
09:10
09:20
09:30
09:40
09:50
10:00
10:10
10:20
10:30
10:40
10:50
11:00
11:10
11:20
11:30
11:40
11:50
12:00
12:10
12:20

12:30

12:40

12:50

13:00

13:10

13:20
13:30
13:40
13:50
14:00
14:10
14:20
14:30
14:40
14:50
15:00
15:10
15:20
15:30
15:40
15:50
16:00
16:10
16:15
16:20
16:30
16:40
16:50

Registration

Break

Lunch Break

Break

Registration

Registration

Registration Registration

17:00

17:10

17:15
17:20
17:30
17:40
17:50
18:00
18:10
18:15
18:20

18:30

18:40

18:50

19:00

19:10

19:20

19:30

19:40

19:50

20:00

Welcome reception

20:10

20:15

Enjoy your evening!

Announcement

Break

Lunch Break

Break

French National Day!

Try to enjoy the view of the
Eiffel Tower fireworks!

Announcement Announcement

Break Break Break

Lunch Break

related to computational neuroscience

(Funding and other opportunities Lunch Break

Lunch Break
— informal information session)

Break Break

Brain Corp. Prize Announcement

Travel to Gala Dinner
(Subway recommended. We are
also providing buses on first come
first serve basis)

Gala Dinner!

Enjoy your evening!

Registration

Break

Lunch Break

Break
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General Info

At the Meeting Venue

The main meeting, as well as all the tutorials and the workshops (apart from W2), will be held at the
Paris Descartes University - Centre Universitaire des Saints-Péres, 45 rue des Saints-Péres (Map 1).
The workshop W2 will be held at the University Headquartes (12 rue de I'Ecole de Medécine) which

are located at 15 minutes walking distance from the Centre Universitaire des Saints-Péres. Directions
are given in Map 2.
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Map 1 Map 2: A - Meeting venue; B - W2 location.
What Where (When)
Tutorials Grignard and Curie (4th floor) — July 13
Keynote Lectures Binet — K1: July 13, 5.15pm; K2: July 14, 9.10am; K3: July 15, 9.10am;
K4: July 16, 4.10pm
Welcome Reception Hall — July 13, 6.15pm-8pm
Registration Hall — July 13-18
Oral Sessions Binet — July 14-16
Poster Sessions Hall and Hall 2 — July 14-16
Workshops Grignard, Curie (4th floor); Nicolas (5th floor) — July 17-18
W2 at Salle du Conseil (see Map 2) — July 17-18
Coffee Breaks Hall 2
OCNS meetings LNP Meeting Room (H335) 3rd floor — July 13-16
Gala Dinner July 15, 7pm — see page 19 for location and directions
Exhibits Hall 2 — July 13-18
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Around the Meeting Venue

The Centre Universitaire des Saints-Péres is centrally located in the lively Saint Germain-des-Prés
neighborhood. The neighborhood is well-furnished with boulangeries (bakeries), brasseries (literally
breweries, they are small restaurants serving simple food besides beer, of course) and restaurants.
Prices range from reasonably cheap to unreasonably expensive. In the map below you will find a small
selection of places you can reach within a 5 minutes walking. Note, however, that on July 14, which
is both a Sunday and the French National Day, some of these places will be closed. No worries, you
can simply walk to the Saint-Michel neighborhood (15 minutes) where everything will be open.

If you want to eat your sandwich at banks of the Seine, go out of the Centre Universitaire and follow
the Rue des Saints-Péres rightward for 5 minutes.
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Local Information

Since a list of all tourist attractions, restaurants and interesting things in Paris would triple the size
of this book, we decided to collect just a few suggestions from people that live in Paris. You probably
got you a guide book anyway. (And you wouldn't read four pages of restaurant suggestions, would

you?)

Restaurants:

Le Procope, 13 Rue de I'Ancienne Comédie. Tel: +33 1 40 46 79 00
The oldest restaurant of Paris in continuous operation since 1686. Traditional french food for
around 30€, but there is a perfectly fine menu for 21€.

Au P’tit Grec, 62 Rue Mouffetard
Here you can eat delicious crepes for a reasonable price (around 5€). There is often a queue,
but it is worth waiting for.

Les Pipos, 2 Rue de I'Ecole Polytechnique. Tel: 433 1 43 54 11 40
An often very crowded but atmospheric bar & vins. The menu is filled of meat dishes and
delicacies from the french countryside tradition. Prices around 35€.

Le Jardin d’Ivy, 75 rue Mouffetard. Tel : 01.47.07.19.29
A restaurant with cozy and romantic atmosphere, with lots of candles and a flower garden as
background. With the 28€menu you will get delicious food. Highly recommended.

Leon, 131 Boulevard Saint-Germain. Tel: +33 1 43 26 45 95
A little more than a bistro, but certainly not a fancy restaurant. Mussels, served in a thousand
different ways and flavors for prices starting from around 20€.

Brasserie Lipp, 151 Boulevard Saint-Germain. Tel: +33 1 45 48 53 91

A Paris classic, the atmosphere is vintage and the service not always perfect. Try out the
choucroute Lipp, sauerkraut, sausages and pork knuckle, apart from the mash, beer demi Lipp
blonde. Rather expensive, though: 50-60€ for a full meal.

La Coupole, 102 Boulevard du Montparnasse. Tel: +33 1 43 20 14 20

Beautiful brasserie, which was also a ballroom in the early 20th century. It is best to book
in advance since it is always very crowded. Prices are above average (60-70€), but the huge
plateau dishes of fresh seafood are certainly worth a try.

Polidor, 41 Rue Monsieur le Prince. Tel: +33 1 43 26 95 34

5 stars for the traditional and popular ambience. 4 stars for the kitchen with many traditional
French dishes as the roast duck with cabbage. No reservations taken: go there at 7.30pm or
earlier. Prices 30-35€.

Han Lim, 6 Rue Blainville. Tel: +33 1 43 54 62 74
One of the best korean restaurant in Paris. Quiet ambiance, sincerely hospitable service. Lunch
menu at 13€, a key specialty Korean BBQ around 16€.

Chez Gladines, 30 Rue des 5 Diamants. Tel: +33 1 45 80 70 10.
A very popular Basque Restaurant, exellent hearty food, great rate quality/price. You cannot
reserve, make sure you show up early, otherwise you have to wait. Around 15€.
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Pietro Pizzeria, 65 Boulevard de Vaugirard. Tel: +33 1 43 22 61 46.
The authentic napolitan pizzas are very good, the staff is friendly and the desserts are awesome.
Around 15€.

Pizza Vesuvio, 1 rue Gozelin. Tel: +33 1 83 76 16 54.
Very good Pizzeria close to the main meeting venue. Around 14€.

Bars and Clubs:

Académie de la Biére, 88B Boulevard de Port-Royal
Small bar with lots of beers, mainly from Belgium.

Chez Prune, 36 Rue Beaurepaire
Situated on the Canal Saint-Martin, a nice bar to sit outside.

Truskel, 12 Rue Feydeau
Close to Grands Boulevards. A small, dark bar with rock, alternative and pop from the 80s and
90s.

L’assasin, 99 rue Jean-Pierre Timbaud
Alternative bar with live music. You can get great food here as well.

Brasserie La Maison, 65 Boulevard de la Villette
A french bar. People start to dance around midnight.

Favela Chic, 18 Rue du Faubourg du Temple
Club with brasilian atmosphere.

Café Oz, 3, place Denfert-Rochereau
Australian bar/club, open every day. Sunday to Tuesday there are usually concerts in the evening.
Wednesday to Saturday party at night.

Rex Club, 5 Boulevard Poissonniére
Electro Club.

In general, you can find a lot of nice places around Rue Mouffetard (close to the Panthéon),
in the area of the Grands Boulevards (Boulevard Montmartre and Rue Montmartre) and
around Rue Oberkampf.

Some Things to Do:

16

The 14th of July is the French National Day. There will be fireworks at around 11pm at
Trocadero (close to the Eiffel Tower).

Bals des pompiers: On the 13th and 14th of July there will parties at many firestations all
around Paris organized by the firefighters.

The Musée du quai Branly features indigenous art, cultures and civilizations from Africa,
Asia, Oceania, and the Americas.

The Musée d’Orsay is very close to the main meeting venue. So is the Louvre.

Take a bike from one of the bike-sharing stations and have a tour at night, when there is no
traffic. (See below for the bikesharing.)



You have a nice 360°-view over Paris on the Tour Montparnasse (13,5 €, 10,5 €for students).

Visit the Parc des Buttes-Chaumont. It is probably the most beautiful park in Paris.

Have a walk on the Coulée verte, an elevated parkway which allows you to walk over the
roofs of Paris. It can be accessed close to the Opera Bastille.

Visit the Canal Saint-Martin. It is very nice to have a picnic on its banks, but there are also
a number of popular restaurants and bars along it.

Other Information

Money:
e Visa and Mastercard are accepted in almost all stores.

e Banks are generally open from 9am to 5pm, or 6pm, from Monday to Friday, sometimes from
Tuesday to Saturday. Certain branches may close at lunchtime, between 12.30pm and 2pm.

e All prices generally include taxes.

Airports:

Paris has two airports: Charles De Gaulle Airport (CDG) and Orly Airport (ORY). The simplest,
cheapest, and fastest way to get to Paris from its airports is to take the RER B. From CDG, this
will bring you directly to the Saint-Michel station (which is within walking distance from the meeting
venue) or to the Chatelet station, from where you can change into Metro line 4 (direction Porte
d'Orléans) and get off at the Saint-Germain-des-Prés station. From ORY, there is a shuttle service,
called Orlyval, that will bring you to the RER B station Anthony. From there you can go to the
Saint-Michel station or you can change into Metro line 4 (direction Porte de Clignancourt) at the
Denfert-Rochereau station, and get off at the Saint-Germain-des-Prés station. Taxi from CDG costs
50-60 €, from ORY 30-40 €.

If you are landing at Beauvais Airport, you will find a bus shuttle service that will bring you to Paris
Porte Maillot. From Porte Maillot you can take Metro line 1 (direction Chateau de Vincennes) and
get off at the Palais Royal (Musée du Louvre) station. From there, it is only a short walk to the
meeting venue.

Local Transport:

e Metro/Bus/RER: Tickets for Metro, Bus and RER (a kind of regional Metro) can be bought
from all vending machines in the Metro stations, either individually (1,70 €) or as a carnet,
that is, in a packet of 10 (13,30 €). If you plan to use public transportation frequently during
your stay, you can buy a 'Paris Visite' ticket which grants you unlimited access to almost all
transportation systems for up to 5 days (10,55 €- 33,70 €). The last Metro runs at around
0:45 am, except on Fridays, Saturdays and on nights before a holiday, when the service ends at
around 1:45 am.

e Taxi: The common telephone number for all taxi companies is: 01 45 30 30 30.

e Bike: You can find 'velib’ bike-sharing stations everywhere in Paris. A 1-day ticket costs 1,70
€, a 7-day ticket costs 8 €. A credit card is required to use the service.
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Useful Numbers:
e Ambulance: 15
e Police (emergencies): 17
e European emergency number: 112
e Fire brigade: 18

Hospitals:

e The closest to the meeting venue is Hotel-Dieu. It is situated on the lle de la Cité, very close
to the Notre Dame Cathedral (the famous one). Phone: 01 42 34 82 34.

e For paediatric emergencies: Hopital Necker. Phone: 01 44 49 42 90.

Below is a map with main meeting, W2 and Gala dinner locations, as well as the locations of the main

train stations in Paris.
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Gala Diner

The gala diner will take place on Monday evening at 7pm in the 'Musée des Arts Forains' in the Bercy
Quarter. A buffet will be served in the ambience of a vintage funfair museum.

Buses from the meeting venue to the museum will be provided on 1st come 1st served basis.

If you don’t make it to the bus, take the Metro, it's very easy:
e Take line 4 at Saint Germain-des-Prés in direction Porte de Clignancourt.
e In Chatelet, change to line 14 in direction Olympiades.
e Get out at Cour Saint-Emilion.

e Follow the map below:
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Program
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T1

T2

T3

T4

Tutorials

Saturday, July 13

Space Morning (9:00 - 12:20) Afternoon (13:30 - 16:50)

Curie T1 - Neural-mass and neural-field models

Curie T2 - Theory of correlation transfer and correlation structure in recurrent networks
Grignard T3 - Modeling and interpretation of extracellular potentials

. Brain activity at rest: Dynamics and Probabilistic inference as a neural-
Grignard = .. . - . .
structure of the brain in health and disease computing paradigm

Grignard T6 - Developing neuron and synapse models for NEST

Curie T7 - Advanced modelling of spiking neural networks with BRIAN

Curie T8 - Managing complex workflows in neural simulation and data analysis
Grignard T9 - Massively parallel time encoding and channel identification machines

Neural-mass and neural-field models
Space Curie, (9.00—12.20; 13.30—16.50)

Axel Hutt, INRIA Nancy, France
Viktor Jirsa, Institut de Neuroscience de Systemes, France

John Terry, University Exeter, UK

Wolfram Erlhagen, University Minho, Portugal

Theory of correlation transfer and correlation structure in recurrent networks
Space Curie, (9.00-12.20; 13.30-16.50)

Ruben Moreno-Bote, Foundation Sant Joan de Déu, Barcelona, Spain

Moritz Helias, Research Center Jiilich, Germany

Modeling and interpretation of extracellular potentials
Space Grignard, (9.00-12.20; 13.30-16.50)

Gaute T Einevoll, Norwegian University of Life Sciences, As, Norway

Szymon Leski, Nencki Institute of Experimental Biology, Warsaw, Poland

Espen Hagen, Norwegian University of Life Sciences, As, Norway

Probabilistic inference as a neural-computing paradigm
Space Grignard, (13.30-16.50)

Dejan Pecevski, Graz University of Technology, Graz, Austria

23



T5

T6

T7

T8

T9

24

Brain activity at rest: Dynamics and structure of the brain in health and disease

Space Grignard, (9.00-12.20)

Gustavo Deco, Universitat Pompeu Fabra, Spain

Developing neuron and synapse models for NEST
Space Grignard, (9.00-12.20; 13.30-16.50)

Abigail Morrison, Research Center Jiilich, Germany

Jochen M Eppler, Research Center Jiilich, Germany

Advanced modelling of spiking neural networks with BRIAN
Space Curie, (9.00-12.20; 13.30-16.50)

Romain Brette, Ecole Normale Supérieure, Paris, France

Marcel Stimberg, Ecole Normale Supérieure, Paris, France

Victor Benichoux, Ecole Normale Supérieure, Paris, France

Cyrille Rossant, University College London, UK

Nelson Cortés Hernandez, Ecole Normale Supérieure, Paris, France

Dan Goodman, Massachusetts Eye and Ear Infirmary, Boston, USA

Bertrand Fontaine, Albert Einstein College of Medicine, New York, USA

Managing complex workflows in neural simulation and data analysis
Space Curie, (9.00-12.20; 13.30-16.50)

Andrew P Davison, UNIC, CNRS, Gif sur Yvette

Sonja Griin, Research Center Jiilich, Germany

Michael Denker, Research Center Jiilich, Germany

Massively parallel time encoding and channel identification machines
Space Grignard, (9.00-12.20; 13.30-16.50)

Aurel A. Lazar, Columbia University, New York, US




Main Meeting
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Saturday July 13

Tutorials
Welcome and announcements

Keynote 1:

Studying Large-Scale Brain Networks: Electrical Stimulation & Neural-
Event-Triggered fMRI
Nikos K Logothetis

Welcome reception (appetizers and buffet)

Sunday July 14

9:00 — 16:30
17:00 — 17:15
17.15 -18:15 K1
18:15 — 20:00
9:00 — 9:10

09:10 - 10:10 K2
10:10 — 10:40
10:40 - 11:00 O1
11:00 — 11:20 02
11:20 — 11:40 O3
11:40 — 12:00 04
12:00 - 14:00

26

Announcements

Keynote 2:

The influence of metabolic energy on neural computation
Simon Laughlin

Break

Oral session |: Synapses and plasticity

Endocannabinoids mediate spike-timing dependent potentiation and
depression: a model-based experimental approach

Yihui Cui, Vincent Paille, Bruno Delord, Stéphane Genet, Elodie Fino, Laurent
Venance, and Hugues Berry*

Trial-to-trial tracking of excitatory and inhibitory synaptic conduc-
tance using Gaussian-mixture Kalman filtering
Milad Lankarany*, Wei. Ping Zhu, M. N. S. Swamy, and Taro Toyoizumi

Inhibitory STDP generates inverse models through detailed balance
Maren Westkott, Christian Albers, and Klaus Pawelzik*

A cerebellar learning model that reproduces the behavior of vestibulo-
ocular reflex adaptation in wild-type and knock-out mice
Claudia Clopath*, Aleksandra Badura, Chris De Zeeuw, and Nicolas Brunel

Break for lunch



14:00 - 14:20 O5

14:20 — 14:40 06

14:40 - 15:.00 O7

15:00 — 15:20 O8

15:20 — 15:50

15:50 - 16:10 09

16:10 — 16:50 F1

16:50 — 17:10 010

17:10 — 20:10

Oral session Il: Visual system

We now know what fly photoreceptors compute
Uwe Friderich, S. A. Billings, Mikko Juusola, and Daniel Coca*

Spontaneous emergence of simple and complex receptive fields in a
spiking model of V1

Eugene M. Izhikevich, Filip Piekniewski, Jayram Nageswaran, Csaba Petre, Micah
Richert*, Sach Sokol, Philip Meier, Marius Buibas, Dimitry Fisher, and Botond
Szatmary

How efficient coding of binocular disparity statistics in the primary
visual cortex influences eye rotation strategy
Sarah Marzen*, Joel Zylberberg, and Michael Deweese

Propagating waves structure spatiotemporal activity in visual cortex
of the awake monkey
Lyle Muller*, Alexandre Reynaud, Frederic Chavane, and Alain Destexhe

Break

Oral session lll: Correlations

Non-renewal spiking and neural dynamics — A simple theory of inter-
spike interval correlations in adapting neurons
Tilo Schwalger*, Benjamin Lindner

Featured oral 1:

Consistency requirements determine optimal noise correlations in neu-
ral populations

Joel Zylberberg*, Maxwell Turner, Yu Hu, Jon Cafaro, Greg Schwartz, Fred Rieke,
and Eric Shea-Brown

The role of neural correlations in a decision-making task
Federico Carnevale, Victor De Lafuente, Ranulfo Romo, and Néstor Parga*

Poster session |I: Posters P1 — P145

Monday July 15

9:00 — 9:10

9:10 - 10:10 K3

10:10 - 10:40

Announcements

Keynote 3:

Rescuing the spike
Sophie Deneve

Break
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10:40 — 11:00
11:00 - 11:20
11:40 - 12:00
12:00 — 14:00
12:30 — 14:00
14:00 — 14:20
14:20 — 14:40
14:40 - 15:00
15:00 — 18:00
18:00 - 19:00
19:00
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O11

012

F2

013

014

015

Oral session IV: Sensory mechanisms

Cellular temperature compensation of sensory receptor neuron re-
sponses

Frederic Roemschied*, Monika Eberhard, Jan-Hendrik Schleimer, Bernhard
Ronacher, and Susanne Schreiber

Self-organized lateral inhibition improves odor classification in an
olfac-tion-inspired network
Bahadir Kasap, Michael Schmuker*

Featured oral 2:

Sensory dynamics transformation into effective motor behavior
Roberto Latorre, Rafael Levi, and Pablo Varona*

Break for lunch

Informal information session: Funding and other opportunities related

to computational neuroscience
Jeannette Kotaleski, Mathieu Girerd, and Kenneth Whang

Oral session V: Hippocampus

Mechanisms of sharp wave-ripple generation and autonomous replay
in a hippocampal network model

Szabolcs Kali*, Eszter Vértes, David G Nagy, Tamas F. Freund, and Attila Gu-
lyas

Extracellular field signatures of CA1 spiking cell assemblies during
sharp wave-ripple complexes

Jiannis Taxidis*, Kamran Diba, Costas Anastassiou, Gyodrgy Buzsaki, and Christof
Koch

Cross-talk and transitions between multiple environments in an attrac-
tor neural network model of the hippocampus
Sophie Rosay*, Remi Monasson

Poster session |l: Posters 146 — P290, coffee will be served

Travel to gala dinner (Metro is recommended)

Gala dinner



Tuesday July 16

9:00 — 9:10

0:10 - 9:50 F3

9:50 - 10:10 016

10:10 — 10:40
10:40 — 11:00
11:00 - 12:00
12:00 — 14:00
14:00 — 14:20
14:20 — 14:40
14:40 - 15:00
15:00 — 15:20
15:20 — 15:50

017

018

019

020

021

Announcements

Oral session VI: Motor control

Featured oral 3:

Nonlinear dynamics of mechanosensory flight control in flies
Martin Zapotocky*, Jan Bartussek, and Steven N Fry

Model-based prediction of fusimotor activity during active wrist move-
ments
Bernard Grandjean, Marc Maier*

Break

Operant conditioning of single units in rat motor cortex allows graded
control of a prosthetic device
Valerie Ego-Stengel*, Pierre-Jean Arduin, Yves Fregnac, and Daniel Shulz

OCNS Member Meeting

Break for lunch

Oral session VII: Network structure and dynamics

Structural Features Beneath Neuronal Avalanches
Leonardo Maia*, Thiago Mosqueiro

The Inhibitory Network of the Striatum at the Edge of Chaos
Adam Ponzi*, Jeffery Wickens

Inferred network from prefrontal cortex activity of rats unveils cell
assemblies

Gaia Tavoni*, Ulisse Ferrari, Francesco P Battaglia, Simona Cocco, and Remi
Monasson

Multiscale modeling of cortical information flow in Parkinson’s disease
Cliff Kerr*, Sacha J van Albada, Samuel Neymotin, George Chadderdon, Peter
Robinson, and William Lytton

Break
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15:50 — 16:10 022 HCNI1-mediated interactions of ketamine and propofol in a mean field

16:10 - 16:15

16:15 - 17:15 K4

model of the EEG
Ingo Bojak*, Harry Day, and David Liley

Brain Corporation $10k Prize in Computational Neuroscience - An-
nouncement of Winners
Keynote 4:

The Brain Activity Map: Imaging the Activity of Entire Neural Circuits
Rafael Yuste

17:15 - 20:15 Poster session lll: Posters P291 — P435
Wednesday July 17
9:00 — 19:00 Workshops
Thursday July 18
9:00 — 19:00 Workshops
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Workshops

Thursday, July 18
Space Morning Afternoon
Wednesday, July 17 Grienard w1 Advances in Activity-Dependent
Space Morning Afternoon 8 Synaptic Plasticity
. Advances in Activity-Dependent . i i
Grignard Ww1- . - Salle du Conseil* | W2 - Network neurosciences: structure and dynamics
Synaptic Plasticity
Salle du Conseil* | W2 - Network neurosciences: structure and dynamics Nicolas W3 - Computations in the cereb'ellar cireuit:
advances on the modeling front
Nicolas W3- Computations in the cereb-ellar circuit: Curie Wa- Methods of I.nformation TI'.1eory in
advances on the modeling front Computational Neuroscience
Methods of Information Theory in
Curie w4 - X K u Grignard W5 - Neural mechanisms of working memory limits
Computational Neuroscience
Grignard WS - Neural mechanisms of working memory limits Nicolas W13 - Spike-based computation
Curie W6 - Methods of Systems Idlent'lflcatlon for Studying Curie Wid- Modeling general ane.sthe5|a:
Information Processing in Sensory Systems from theory to experiments
Curie W7- Early toucr.\: from neural coding to Grignard W15 - Recent advances Fn elxperimental and computational
haptic space geometry characterization of neural assemblies
Grignard W8 - Dendrlte. W OET R 2 Curie W16 - Computational properties of inhibitory synapses
experiments and theory
Curie W9 - New deve.lopments ir.1 decoding Curie W17 - Functional role of cor-relations:
the encoding of chemical senses theory and experiment
Nicolas W10 - New approaches to spike tl.'ain analysis Grignard Wis - Relevance of Synapt.ic Plasticity for Multistable Behaviour
and neuronal coding in Neural Systems
X Full Brain Network Dynamics - modeling, analysis,
Grignard W11 - Metastable Dynamics of Neural Ensembles Grignard w19 - AL = y
experiments
. . . Curie W20 Validating Neuro-computational Models of
Curie W12 - Advances in neural mass modeling Neurologicalland|Psychiatric Disorders

Note: W21 will be held Thursday evening from 18:00 to 20:00 in the Space Curie

W1 Advances in activity-dependent synaptic plasticity
Space Grignard, Wed & Thu, 9:00-17:30

Paul Munro, University of Pittsburgh, Pittsburgh, PA, USA
Claudia Clopath, Columbia University, New York, NY, USA

W2  Network neuroscience: structure and dynamics
Salle du Conseil, Wed & Thu, 9:00-17:30

Michele Giugliano, University of Antwerp, Antwerp, Belgium

Daniele Marinazzo, University of Ghent, Ghent, Belgium

W3  Computations in the cerebellar circuit: advances on the modeling front
Space Nicolas, Wed & Thu, 9:00-17:30

Egidio d'Angelo, University of Pavia, Pavia, Italy

John Porrill, University of Sheffield, Sheffield, UK

Paul Dean, University of Sheffield, Sheffield, UK

Sergio Solinas, University of Pavia, Pavia, Italy
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W4

W5

W6

W7

W8

W9
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Methods of information theory in computational neuroscience
Space Curie, Wed & Thu, 9:00-17:30

Alexander G. Dimitrov, Washington State University, Vancouver, WA, USA

Michael Gastpar, EPFL, Lausanne, Switzerland

Conor Houghton, University of Bristol, Bristol, UK

Aurel A. Lazar, Columbia University, New York, NY, USA

Tatyana Sharpee, The Salk Institute, La Jolla, CA, USA

Simon R Schultz, Imperial College, London, UK

Neural mechanisms of working memory limits
Space Grignard, Wed & Thu, 9:00-17:30

Albert Compte, IDIBAPS, Barcelona, Spain

Zachary Kilpatrick, University of Houston, Houston, TX, USA

Methods of systems identification for studying information processing in sensory
systems

Space Curie, Wed, 9:00-17:30
Aurel A. Lazar, Columbia University, New York, NY, USA

Mikko I. Juusola, University of Sheffield, Sheffield, UK

Early touch: from neural coding to haptic space geometry
Space Curie, Wed, 9:00-17:30

Jonathan Platkiewicz, Université Pierre et Marie Curie, Paris, France

Vincent Hayward, Université Pierre et Marie Curie, Paris, France

Dendrite function and wiring: experiments and theory
Space Grignard, Wed, 9:00-17:30

Hermann Cuntz, Goethe University, Frankfurt, Germany

Michiel Remme, Humboldt University, Berlin, Germany

Ben Torben-Nielsen, EPFL, Lausanne, Switzerland

New developments in decoding the encoding of chemical senses
Space Curie, Wed, 9:00-17:30

Maxim Bazhenov, University of California, Riverside, CA, USA

Mark Stopfer, NIH, Bethesda, MD, USA




W10

W11

W12

W13

W14

W15

W16

W17

New approaches to spike train analysis and neuronal coding
Space Nicolas, Wed, 9:00-17:30

Conor Houghton, University of Bristol, Bristol, UK

Thomas Kreuz, ISC-CNR, Florence, Italy

Metastable dynamics of neural ensembles
Space Grignard, Wed, 9:00-17:30

Gustavo Deco, University Pompeu Fabra, Barcelona, Spain

Emili Balaguer Ballester, Bournemouth University, Bournemouth, UK

Advances in neural mass modeling
Space Curie, Wed, 9:00-17:30

Ingo Bojak, University of Birmingham, Birmingham, UK

Stephan van Gils, University of Twente, Enschede, The Netherlands

Sid Visser, University of Twente, Enschede, The Netherlands

Spike-based computation
Space Nicolas, Thu, 9:00-17:30

Romain Brette, Ecole Normale Supérieure, Paris, France

Sophie Denéve, Ecole Normale Supérieure, Paris, France

Modeling general anesthesia: from theory to experiments
Space Curie, Thu, 9:00-17:30

Axel Hutt, INRIA, Nancy, France

Recent advances in experimental and computational characterization of neural
assemblies

Space Grignard, Thu, 9:00-17:30
Adrien Peyrache, New York University Medical Center, New York, NY, USA

Sami El Boustani, MIT, Cambridge, MA, USA

Computational properties of inhibitory synapses
Space Curie, Thu, 9:00-17:30

Fidel Santamaria, University of Texas San Antonio, San Antonio, TX, USA

Functional role of correlations: theory and experiments
Space Curie, Thu, 9:00-17:30

Tatjana Tchumatchenko, Columbia University, New York, NY, USA

Srdan Ostojic, Ecole Normale Supérieure, Paris, France
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W18

W19

W20

W21

34

Relevance of synaptic plasticity for multistable behaviour in neural systems
Space Grignard, Thu, 9:00-17:30

Alessandro Torcini, Institute of Complex Systems, Florence, Italy

Christian Hauptmann, Research Center Juelich, Juelich, Germany

Full brain network dynamics - modeling, analyses, experiments
Space Grignard, Thu, 9:00-17:30

Victor Jirsa, Institut de Neurosciences des Systémes INSERM, Marseilles, France

Gustavo Deco, University Pompeu Fabra, Barcelona, Spain

Validating neuro-computational models of neurological and psychiatric disorders
Space Curie, Thu, 9:00-17:30

Basabdatta Sen Bhattacharya, University of Lincoln, Lincoln, UK

Fahmida Chowdhury, NSF, Arlington, VA, USA

Postdoc and student career strategy workshop
Space Curie, Thu, 18:00-20:00

Jorge Mejias, University of Ottawa, Ottawa, Ontario, Canada



Abstracts
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Tutorials

T1 Neural-mass and neural-field models
Space Curie, (9.00-12.20; 13.30-16.50)

Axel Hutt, INRIA Nancy, France

Viktor Jirsa, Institut de Neuroscience de Systemes, France
John Terry, University Exeter, UK

Wolfram Erlhagen, University Minho, Portugal

The brain exhibits dynamical processes on different spatial and temporal scales. Single neurons have a
size of tens of micrometers and fire during few milliseconds, whereas macroscopic brain activity, such
as encephalographic data or the BOLD response in functional Magnetic Resonance Imaging, evolve
on a millimeter or centimeter scale during tens of milliseconds. To understand the relation between
the two dynamical scales, the mesoscopic scale of neural populations between these scales is help-
ful. Moreover, it has been found experimentally that neural populations encode and decode cognitive
functions. The tutorial presents a specific type of rate-coding models which is both mathematically
tractable and verifiable experimentally. It starts with a physiological motivation of the model, followed
by mathematical analysis techniques applied to explain experimental data and applications to epilepsy
and robotics. In detail:

Fundamentals of neural-mass and neural-field models: Physiological motivation and
mathematical descriptions (Axel Hutt)

The talk will motivate physiologically the mathematical description of neural populations based on
microscopic neural properties. Several different mathematical models will be discussed, explained and
compared. The major aim of this presentation is to explain the standard models found in the literature
in terms of mathematical elements and physiological assumptions.

Pattern formation in neural network systems and applications to movement dynam-
ics (Viktor Jirsa)

We will introduce and systematically evaluate the mechanisms underlying pattern formation in neuronal
networks. A particular focus will be given to the contribution of network connectivity. The conditions
will be derived aiding in the emergence of low-dimensional sub-spaces, in which nonlinear dynamic
flows are constrained to manifolds. Applications of these concepts and experimental examples will be
provided from the field of human movement sciences.

Brain networks in epilepsy: Fusing models and clinical data (John Terry)

We will explore how both physiological and phenomenological mathematical models can be devel-
oped to understand the mechanisms that underpin transitions in clinically recorded EEG between
activity corresponding to normal function and the pathological activity associated with epilepsy. We
present evidence that the bifurcation sequences of physiologically inspired models give rise to dynam-
ical sequences that precisely map those observed in both focal and generalised seizures. We further
demonstrate that seizure frequency can be understood through the relationship between the dynamics
of brain regions and the network structures that connect them. Our mathematical models help to ex-
plain previously counterintuitive experimental studies demonstrating loss of connectivity paradoxically
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makes generalised seizures more likely.

The dynamic neural-field approach to cognitive robotics (Wolfram Erlhagen)

In recent years, there has been an increased interest by part of the robotics community in using
the theoretical framework of dynamic neural fields to develop neuro-inspired control architectures for
autonomous agents. The formation of self-sustained activity patterns in neural populations explained
by the theory offers a systematic way to endow robots with cognitive functions such as working
memory, decision making, prediction and anticipation. In the tutorial, | will present a Dynamic Neural-
Field architecture for natural human-robot collaboration that is heavily inspired by neuro-cognitive
mechanisms supporting joint action in humans and other primates. The model is formalized as a
large-scale network of reciprocally connected neural populations, each governed by a classical field
dynamics of Amari type.

T2 Theory of correlation transfer and correlation structure in recurrent networks
Space Curie, (9.00-12.20; 13.30-16.50)

Ruben Moreno-Bote, Foundation Sant Joan de Déu, Barcelona, Spain

Moritz Helias, Research Center Jiilich, Germany

In the first part, we will study correlations arising from pairs of neurons sharing common fluctuations
and/or inputs. Using integrate-and-fire neurons, we will show how to compute the firing rate, auto-
correlation and cross-correlation functions of the output spike trains. The transfer function of the
output correlations given the inputs correlations will be discussed. We will show that the output
correlations are generally weaker than the input correlations [Moreno-Bote and Parga, 2006], that the
shape of the cross-correlation functions depends on the working regime of the neuron [Ostojic et al.,
2009; Helias et al., 2013], and that the output correlations strongly depend on the output firing rate
of the neurons [de la Rocha et al, 2007]. We will study generalizations of these results when the pair
of neurons is reciprocally connected.

In the second part, we will consider correlations in recurrent random networks. Using a binary neuron
model [Ginzburg & Sompolinsky, 1994], we explain how mean-field theory determines the stationary
state and how network-generated noise linearizes the single-neuron response. The resulting linear
equation for the fluctuations in recurrent networks is then solved to obtain the correlation structure
in balanced random networks. We discuss two different points of view of the recently reported active
suppression of correlations in balanced networks by fast tracking [Renart et al., 2010] and by negative
feedback [Tetzlaff et al., 2012]. Finally, we consider extensions of the theory of correlations of linear
Poisson spiking models [Hawkes, 1971] to the leaky integrate-and-fire model and present a unifying
view of linearized theories of correlations [Helias et al, 2011].

At last, we will revisit the important question of how correlations affect information and vice-versa
[Zohary et al, 1994] in neuronal circuits, showing novel results about information content in recurrent
networks of integrate-and-fire neurons [Moreno-Bote and Pouget, Cosyne abstracts, 2011].

References:

e de la Rocha et al. (2007), Correlation between neural spike trains increases with firing rate,
Nature 448:802-6

e Ginzburg & Sompolinsky (1994), Theory of correlations in stochastic neural networks, PRE

38



50:3171-3190

e Hawkes (1971), Point Spectra of Some Mutually Exciting Point Processes, Journal of the Royal
Statistical Society Series B 33(3):438-443

e Helias et al. (2011), Towards a unified theory of correlations in recurrent neural networks, BMC
Neuroscience 12(Suppl 1):P73

e Helias et al. (2013), Echoes in correlated neural systems, New Journal of Physics 15(2):023002

e Moreno-Bote & Parga (2006), Auto- and crosscorrelograms for the spike response of leaky
integrate-and-fire neurons with slow synapses, PRL 96:028101

e Ostojic et al. (2009), How Connectivity, Background Activity, and Synaptic Properties Shape
the Cross-Correlation between Spike Trains, J Neurosci 29(33):10234-10253

e Renart et al. (2010), The Asynchronous State in Cortical Circuits, Science 327(5965):587-590

e Shadlen & Newsome (1998), The variable discharge of cortical neurons: implications for con-
nectivity, computation, and information coding, J Neurosci 18:3870-96

o Tetzlaff et al. (2012), Decorrelation of neural-network activity by inhibitory feedback, PLoS
Comp Biol 8(8):1002596, doi:10.1371/journal.pcbi.1002596

e Zohary et al. (1994), Correlated Neuronal Discharge Rate and Its Implications for Psychophysical
Performance, Nature 370:140-143

T3 Modeling and interpretation of extracellular potentials
Space Grignard, (9.00-12.20; 13.30-16.50)

Gaute T Einevoll, Norwegian University of Life Sciences, As, Norway

Szymon Leski, Nencki Institute of Experimental Biology, Warsaw, Poland

Espen Hagen, Norwegian University of Life Sciences, As, Norway

While extracellular electrical recordings have been the workhorse in electrophysiology, the interpre-
tation of such recordings is not trivial. The recorded extracellular potentials in general stem from a
complicated sum of contributions from all transmembrane currents of the neurons in the vicinity of
the electrode contact. The duration of spikes, the extracellular signatures of neuronal action poten-
tials, is so short that the high-frequency part of the recorded signal, the multi-unit activity (MUA),
often can be sorted into spiking contributions from the individual neurons surrounding the electrode.
However, no such simplifying feature aids us in the interpretation of the low-frequency part, the local
field potential (LFP). To take a full advantage of the new generation of silicon-based multielectrodes
recording from tens, hundreds or thousands of positions simultaneously, we thus need to develop new
data analysis methods grounded in the underlying biophysics. This is the topic of the present tutorial.

In the first part of this tutorial, we will go through

e the biophysics of extracellular recordings in the brain,
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e a scheme for biophysically detailed modeling of extracellular potentials and the application to
modeling single spikes [1-3], MUA [4] and LFP, both from single neurons [5] and populations
of neurons [4,6], and

e methods for

— estimation of current-source density [7] from LFP data, such as the iCSD [8-10] and kCSD
methods [11], and

— decomposition of recorded signals in cortex into contributions from various laminar pop-
ulations, i.e., (i) laminar population analysis (LPA) [12] based on joint modeling of LFP
and MUA, and (ii) a novel scheme using LFP and known constraints on the synaptic
connections [13]

In the second part, the participants will get demonstrations and hands-on experience with

e LFPy (compneuro.umb.no/LFPy), a versatile tool based on Python and the simulation pro-
gram NEURON [14] (www.neuron.yale.edu) for calculation of extracellular potentials around
neurons, and

e tools for iCSD analysis, in particular,

— CSDplotter (for linear multielectrodes [8]) (software.incf .org/software/csdplotter)
— iCSD 2D (for 2D multishank electrodes [10]) (software.incf.org/software/icsd-2d)

References:
[1] Holt & Koch (1999), J Comp Neurosci 6:169
[2] Gold et al. (2006), J Neurophysiol 95:3113
[3] Pettersen & Einevoll (2008), Biophys J 94:784
[4] Pettersen et al. (2008), J Comp Neurosci 24:291
[5] Lindén et al. (2010), J Comp Neurosci 29: 423
[6] Lindén et al. (2011), Neuron 72:859
[7] Nicholson & Freeman (1975), J Neurophsyiol 38:356
[8] Pettersen et al. (2006), J Neurosci Meth 154:116
[9] teski et al. (2007), Neuroinform 5:207
[10] teski et al. (2011), Neuroinform 9:401
[11] Potworowski et al. (2012), Neural Comp 24:541
[12] Einevoll et al. (2007), J Neurophysiol 97:2174
[13] Gratiy et al. (2011), Front Neuroinf 5:32

[14] Hines et al. (2009), Front Neuroinf 3:1
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T4 Probabilistic inference as a neural-computing paradigm
Space Grignard, (13.30-16.50)

Dejan Pecevski, Graz University of Technology, Graz, Austria

Probabilistic inference has been proven to be a very suitable framework for explaining many of the
computations that the brain performs in face of great amount of uncertainty present in the sensory
inputs and its internal representations of the world [Rao et al., 2002; Fiser et al., 2010; Tenenbaum
et al., 2011; Kording et al., 2004]. However, it still remains an open question how these probabilistic
inference computations are implemented in the neural circuits of the brain. In this tutorial we will
present recent results that give new perspectives on how probabilistic inference and learning could be
carried out by networks of spiking neurons.

The tutorial is organized in two parts. In the first part we will briefly overview several basic top-
ics from probabilistic inference, including graphical models, belief propagation, Markov chain Monte
Carlo methods and Gibbs sampling. In the second part we will start by describing a recently devel-
oped framework for probabilistic inference with stochastic networks of spiking neurons that performs
Markov chain Monte Carlo sampling, called neural sampling [Buesing et al., 2011]. We will further
show that by introducing specific network motifs or dendritic computation in the spiking neural net-
works, they can be made to perform neural sampling in general graphical models that exhibit also
higher-order relations between the random variables [Pecevski et al., 2011]. We will then continue
discussing results about learning probabilistic models, in particular a study where it was shown that
STDP in a stochastic winner-take-all network structure implements the expectation-maximization al-
gorithm, a powerful machine learning algorithm for unsupervised learning [Nessler et al., 2009]. In
[Habenschuss et al., 2012], the model from [Nessler et al., 2009] was extended with homeostatic
plasticity of the neuronal excitabilities, which improved the performance and robustness of learning.
It was also demonstrated theoretically that this extended model can be understood as performing
expectation-maximization under posterior constraints. Finally, we will show how many winner-take-all
network motifs as in [Habenschuss et al., 2012] can be combined together in a larger recurrent spiking
neural network which is capable of solving a generic learning task: to learn a probabilistic model from
input data streams, where the dependencies in the probabilistic model can be a priori based on any
arbitrary graphical model structure.

References:
e Rao et al. (2002), Probabilistic models of the brain: Perception and neural function, Mit Press

e Fiser et al. (2010), Statistically optimal perception and learning: from behavior to neural repre-
sentations, Trends Cogn Sci 14:119-130

e Tenenbaum et al. (2011), How to Grow a Mind: Statistics, Structure, and Abstraction, Science
331:1279-1285

e Kording & Wolpert (2004), Bayesian integration in sensorimotor learning, Nature 427:244-247

e Buesing et al. (2011), Neural Dynamics as Sampling: A Model for Stochastic Computation in
Recurrent Networks of Spiking Neurons, PLoS Comput Biol 7:€1002211
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e Pecevski et al. (2011), Probabilistic Inference in General Graphical Models through Sampling in
Stochastic Networks of Spiking Neurons, PLoS Comput Biol 7:¢1002294

e Nessler et al. (2009), STDP enables spiking neurons to detect hidden causes of their inputs,
Advances in Neural Information Processing Systems 22:1357-1365

e Habenschuss et al. (2012), Homeostatic plasticity in Bayesian spiking networks as Expectation
Maximization with posterior constraints, Advances in Neural Information Processing Systems
25:782-790

T5 Brain activity at rest: Dynamics and structure of the brain in health and disease
Space Grignard, (9.00-12.20)

Gustavo Deco, Universitat Pompeu Fabra, Spain

Perceptions, memories, emotions, and everything that makes us human, demand the flexible integration
of information represented and computed in a distributed manner. The human brain is structured into
a large number of areas in which information and computation is highly segregated. Normal brain
function requires the integration of functionally specialized but widely distributed brain areas. We
contend that the functional and encoding roles of diverse neuronal populations across areas are subject
to the intra- and inter-cortical dynamics. In this tutorial, we try to elucidate precisely the interplay
and mutual entrainment between local brain area dynamics and global network dynamics, in order
to understand how segregated distributed information and processing is integrated. We can deepen
our understanding of the mechanisms underlying brain functions by complementing structural and
activation based analysis with dynamics. In particular, a large body of fMRI, MEG, EEG, and optical
imaging experiments reveal that the ongoing brain activity of the brain at rest is not trivial but highly
structured in very specific spatio-temporal patterns known as Resting State Networks (RSN). Indeed,
the Functional Connectivity (FC) at rest, i.e. the spatial correlation matrix between the temporal
signals reflecting spontaneous brain activity at different positions, is topologically very well structured
according to the underlying RSNs. A profound understanding of these operations will help to elucidate
the computational principles underlying higher brain functions and their breakdown in brain diseases.
Thus, we will discuss the effects on the resting state of lesions and different type of damage in
neuropsychiatric disorder.

T6 Developing neuron and synapse models for NEST
Space Grignard, (9.00-12.20; 13.30-16.50)

Abigail Morrison, Research Center Jiilich, Germany

Jochen M Eppler, Research Center Jiilich, Germany

The neural simulation tool NEST [1] is a simulator for heterogeneous networks of point neurons or
neurons with a small number of electrical compartments aiming at simulations of large neural systems.
It is implemented in C4++ and runs on a large range of architectures from single-processor desktop
computers to large clusters with thousands of processor cores. This tutorial is an extension course for
anybody who is already working with either the neural simulation tool NEST, or has other experience
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with the simulation of networks of point neuron models. Some programming background in C++ is
helpful but not required. We will start with a refresher on setting up networks of neurons focussing
on customising the neuronal and synaptic parameters before, during and after creation of the network
elements. In the second part we will provide a hands-on demonstration of how to develop a new neuron
or synapse model for NEST. We will start from a skeleton and follow the process through to using
the new model in a network simulation.

References:

[1] Gewaltig & Diesmann (2007), NEST (Neural Simulation Tool), Scholarpedia 2(4):1430

T7 Advanced modelling of spiking neural networks with BRIAN
Space Curie, (9.00-12.20; 13.30-16.50)

Romain Brette, Ecole Normale Supérieure, Paris, France

Marcel Stimberg, Ecole Normale Supérieure, Paris, France

Victor Benichoux, Ecole Normale Supérieure, Paris, France

Cyrille Rossant, University College London, UK

Nelson Cortés Hernandez, Ecole Normale Supérieure, Paris, France

Dan Goodman, Massachusetts Eye and Ear Infirmary, Boston, USA
Bertrand Fontaine, Albert Einstein College of Medicine, New York, USA

BRIAN [1,2] is a simulator for spiking neural networks, written in the Python programming language.
It focuses on making the writing of simulation code as quick as possible and on flexibility: new and
non-standard models can be readily defined using mathematical notation. This tutorial will present
the current state of development of BRIAN and will enable participants to adapt and extend Brian
to their needs. It will also cover existing Brian extensions (brian hears [3], model fitting toolbox [4],
compartmental modelling) and introduce “best practices” for complex simulations. Furthermore, it
will present strategies for improving the speed of simulations by using Brian's C code generation
mechanism [5].

We strongly encourage interested participants to mail us further suggestions or comments beforehand:
marcel.stimberg{at}ens.fr. Note that this tutorial is not meant as a beginner's introduction to BRIAN,
participants should either already use BRIAN in their research or be at least familiar with it (e.g. by
working through the tutorials available at [1]) before the tutorial starts.

References:
[1] http://briansimulator.org
[2] Goodman & Brette (2009), The Brian simulator, Front Neurosci, doi:10.3389/neuro.01.026.2009.

[3] Fontaine et al. (2011), Brian Hears: online auditory processing using vectorisation over channels,
Frontiers in Neuroinformatics 5:9, doi:10.3389/fninf.2011.00009
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T8 Managing complex workflows in neural simulation and data analysis
Space Curie, (9.00-12.20; 13.30-16.50)

Andrew P Davison, UNIC, CNRS, Gif sur Yvette
Sonja Griin, Research Center Jiilich, Germany

Michael Denker, Research Center Jiilich, Germany

In our attempts to uncover the mechanisms that govern brain processing on the level of interacting
neurons, neuroscientists have taken on the challenge of tackling the sheer complexity exhibited by
neuronal networks. Neuronal simulations are nowadays performed with a high degree of detail, cover-
ing large, heterogeneous networks. Experimentally, electrophysiologists can simultaneously record from
hundreds of neurons in complicated behavioral paradigms. The data streams of simulation and exper-
iment are thus highly complex; moreover, their analysis becomes most interesting when considering
their intricate correlative structure.

The increases in data volume, parameter complexity, and analysis difficulty represent a large burden
for researchers in several respects. Experimenters, who traditionally need to cope with various sources
of variability, require efficient ways to record the wealth of details of their experiment (“meta data”)
in a concise and machine-readable way. Moreover, to facilitate collaborations between simulation,
experiment and analysis there is a need for common interfaces for data and software tool chains, and
clearly defined terminologies. Most importantly, however, neuroscientists have increasing difficulties in
reliably repeating previous work, one of the cornerstones of the scientific method. At first sight this
ought to be an easy task in simulation or data analysis, given that computers are deterministic and
do not suffer from the problems of biological variability. In practice, however, the complexity of the
subject matter and the long time scales of typical projects require a level of disciplined book-keeping
and detailed organization that is difficult to keep up.

The failure to routinely achieve replicability in computational neuroscience (probably in computational
science in general, see [1]) has important implications for both the credibility of the field and for its rate
of progress (since reuse of existing code is fundamental to good software engineering). For individual
researchers, as the example of ModelDB has shown, sharing reliable code enhances reputation and
leads to increased impact.

In this tutorial we will identify the reasons for the difficulties often encountered in organizing and
handling data, sharing work in a collaboration, and performing manageable, reproducible yet complex
computational experiments and data analyses. We will also discuss best practices for making our work
more reliable and more easily reproducible by ourselves and others — without adding a huge burden to
either our day-to-day research or the publication process.

We will cover a number of tools that can facilitate a reproducible workflow and allow tracking the
provenance of results from a published article back through intermediate analysis stages to the orig-
inal data, models, and/or simulations. The tools that will be covered include Git [2], Mercurial [3],
Sumatra [4], VisTrails [5], odML [6], Neo [7]. Furthermore, we will highlight strategies to validate the
correctness, reliability and limits of novel concepts and codes when designing computational analysis
approaches (e.g., [8,9,10]).
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T9 Massively parallel time encoding and channel identification machines
Space Grignard, (9.00-12.20; 13.30-16.50)

Aurel A. Lazar, Columbia University, New York, US

This two part tutorial focusses on Time Encoding Machines (part |) and Channel Identification Ma-
chines (part Il). The tutorial will give an overview of (i) nonlinear decoding of stimuli encoded with
neural circuits with biophysical neuron models, (i) functional identification of biophysical neural cir-
cuits, and (iii) the duality between the two. Scaling to massively parallel neural circuits for both
encoding and functional identification will be discussed throughout. The tutorial will provide numer-
ous examples of neural decoding and functional identification using the Time Encoding Machines
Toolbox and the Channel Identification Machines Toolbox. Tutorial material, programming code and
demonstrations will be provided.

Part I: Time Encoding Machines

The nature of the neural code is fundamental to theoretical and systems neuroscience [1]. Can in-
formation about the sensory world be faithfully represented by a population of sensory neurons?
What features of the stimulus are encoded by a multidimensional spike train? How can these fea-
tures be decoded? Why does the cochlear nerve carry some 30,000 fibers and the optic nerve
some 1,000,0007 We will discuss these questions using a class of neural encoding circuits called
Time Encoding Machines (TEMs) [2]. TEMs model the encoding of stimuli in early sensory sys-
tems with neural circuits with arbitrary connectivity and feedback. These circuits are realized with
temporal, spectro-temporal and/or spatio-temporal receptive fields, and biophysical neuron mod-
els with stochastic conductances (Hodgkin-Huxley, Morris-Lecar, etc.) [3,4,5,6]. The tutorial will
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review key theoretical results and provide numerous examples of massively parallel neural encod-
ing circuits and stimulus decoding algorithms with the Time Encoding Machines Toolbox (http:
//www.bionet.ee.columbia.edu/code/ted.html).

Part II: Channel Identification Machines

Parameter estimation is at the core of functional identification of neural circuits. How are estimates
of model parameters affected by the stimuli employed in neurophysiology? What is a suitable metric
to assess the faithfulness of identified parameters and the goodness of model performance? These
are key open questions that are of relevance to both theoretical and experimental neuroscientists. We
will discuss these questions using a class of algorithms called Channel Identification Machines (CIMs)
[7,8,9] and give an overview of the functional identification of massively parallel neural circuit models
of sensory systems arising in olfaction, audition and vision. These circuits are built with temporal,
spectro-temporal and non-separable spatio-temporal receptive fields, and biophysical spiking neuron
models. The tutorial will demonstrate how CIMs achieve the efficient identification of neural circuit
models and will provide numerous examples of functional identification using the Channel Identifica-
tion Machines Toolbox (http://www.bionet.ee.columbia.edu/code/cim.html).
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Invited Presentations

Nikos K Logothetis
Max Planck Institute

for Biological Cybernetics,
Tiibingen, Germany.

K1 — Studying Large-Scale Brain Networks: Electrical Stimulation &
Neural-Event-Triggered fMRI

The brain is 'the’ example of an adaptive, complex system. It is characterized by ultra-high structural
complexity and massive connectivity, both of which change and evolve in response to experience. Infor-
mation related to sensors and effectors is processed in both a parallel and a hierarchical fashion. The
connectivity between different hierarchical levels is bidirectional, and its effectiveness is continuously
controlled by specific associational and neuromodulatory centers. In the study of such systems one
major problem is the adequate definition for an elementary operational unit (often called an 'agent’),
because any such module can be a complex system in its own right and may be recursively decomposed
into other sets of units. A second difficulty arises from the synergistic organization of complex systems
and of the brain in particular. Synergy here refers to the fact that the behavior of an integral, ag-
gregate, whole system cannot be trivially reduced to, or predicted from, the components themselves.
Localizing and comprehending the neural mechanisms underlying our cognitive capacities demands
the combination of multimodal methodologies, i.e. it demands concurrent study of components and
networks; one way of doing this, is to combine invasive methods which afford us direct access to the
brain’s electrical activity at the microcircuit level with global imaging technologies such as magnetic
resonance imaging (MRI). In my talk, I'll discuss two such methodologies: Direct Electrical Stimulation
and fMRI (DES-fMRI) and Neural-Event-Triggered fMRI (NET-fMRI).

DES-fMRI can be used in hopes of gaining insight into the functional or effective connectivity under-
lying DES-induced behaviors. Yet, our first findings suggest that DES has an important limitation: It
clearly demarcates all monosynaptic targets of a stimulated site, but it largely fails to reveal polysy-
naptic cortico-cortical connectivity.

NET-fMRI, on the other hand, appears to offer great potential for mapping whole-brain activity that
is associated with individual local events. In the second part of my talk, I'll describe the characteristic
states of widespread cortical and subcortical networks that are associated with the occurrence of hip-
pocampal sharp waves and ripples; the brief aperiodic episodes associated with memory consolidation.
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Simon Laughlin
Department of Zoology,
University of Cambridge,
Cambridge, United Kingdom.

K2 — The influence of metabolic energy on neural computation

Computational Neuroscience is a vital part of the brave effort to reverse engineer brains, ultimately
our own. Our efforts are confounded by an embarrassment of riches. Brains' winning technology, cell
and molecular biology, enables neurons to connect and perform a huge variety of operations and adapt
them with unparalleled ingenuity and subtly. Faced with so much that can be done, how do we discover
what is done? Three constraints can guide us. One is what has to be done, the nature of the task
and the operations that must be performed to generate the behaviour that is observed. Another is
data (usually incomplete) about what is being done. | will talk about the third constraint, physical,
chemical and biological limits to what can be done and, in particular, energy consumption.

Beyond the realms of quantum computers, computation dissipates energy. Consequently energy supply
and heat loss ultimately limit processing power. Here the brain is severely limited by its winning
technology; neurons are low energy density devices and this restricts bandwidth and noise. | will discuss
how brains attempt to operate effectively with feeble neurons influences its unique style of computation,
by considering chemical and electrical protein circuits, matching and adapting components, hybrid
processing, redundancy reduction and its opposite, sparsification. | will propose that the efficient
brain behaves like the Physics PhD Student from Hell, who does everything as slowly as possible, as
inaccurately as possible and, wherever possible, uses chemistry. But, like many clever students, the
brain is charmingly adaptable.

Sophie Deneve
Group for Neural Theory,

LNC, DEC, ENS,
Paris, France.

K3 — Rescuing the spike

Sensory and motor variables are represented by large populations of neurons. We hypothesized that
these representations are constrained such that they can be read-out linearly (synaptic integration)
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while limiting the metabolic cost. Such framework can predict many aspects of neural tuning, ro-
bustness and adaptation. Moreover, spiking networks with balanced excitation and inhibition naturally
produce such efficient codes. In such balanced networks, each membrane potential monitors the cod-
ing error, e.g. the mismatch between the feed-forward inputs and the prediction of these inputs by
lateral connections. Each spike implements a greedy minimization of this error. Most importantly, any
network of integrate and fire neurons will self-organize into this optimal regime with a simple Hebbian
plasticity rule enforcing the balance between excitation and inhibition. Through learning, initially reg-
ular, highly correlated spike trains evolve towards Poisson-distributed, asynchronous spike trains with
much lower firing rates. Importantly, single unit variability is a consequence of degeneracy in the code,
not noise: the population as a whole tracks the signal perfectly. This suggests that balanced spiking
networks are not equivalent to rate models, but in fact orders of magnitude more reliable.

Rafael Yuste
Howard Hughes Medical Institute,

Columbia University,
New York, USA.

K4 — The Brain Activity Map: Imaging the Activity of Entire Neural
Circuits

The function of neural circuits is an emergent property that arises from the coordinated activity of
large numbers of neurons. To capture this, we propose launching a large-scale, international public
effort, the Brain Activity Map Project, aimed at imaging the full record of neural activity across
complete neural circuits. This technological challenge could prove to be an invaluable step toward
understanding fundamental and pathological brain processes.
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Contributed Talks

F1 Consistency requirements determine optimal noise correlations in neural popula-
tions

Joel Zylberberg!*, Maxwell Turner?, Yu Hu!, Jon Cafaro?, Greg Schwartz?, Fred Rieke*?, and
Eric Shea-Brown!

! Department of Applied Mathematics, University of Washington, Seattle, WA 98195, USA
2 Department of Physiology and Biophysics, University of Washington, Seattle, WA 98195, USA
3Howard Hughes Medical Institute, University of Washington, Seattle, WA 98195, USA

A key challenge in population coding is to understand the role of correlations between the activities
of different neurons. While the existence of correlations in primary visual cortex (for example), is
somewhat controversial, retina presents a relatively clean story, with many studies observing that cor-
relations exist and are important in shaping the population activity distribution. Given the retina’s role
in conveying visual information to the brain, and the relative clarity of the experimental data, retina
offers a unique opportunity to study how correlations affect neural function. This question has received
much attention, and previous work emphasizes that we must distinguish between two important types
of correlations. First, there are the signal correlations, which describe how the mean (averaged over
trials of the same stimulus) responses of two cells co-vary as the stimulus is changed. The noise corre-
lations, on the other hand, describe how two neurons’ responses co-vary over the repeat trials of the
same stimulus. How do signal- and noise- correlations inter-relate with respect to population coding?
Several theoretical principles have emerged. For example, Averbeck et al. [1] showed that, for optimal
discriminability of two different stimuli, a pair of neurons should have opposite signs for their signal-
and noise- correlations: positive signal correlations demand negative noise correlations, and vice versa.
This 'opponent signal and noise correlations’ situation yields better discriminability than occurs with
uncorrelated noise, and these results do extend to larger populations. For heterogeneous populations,
subsequent works indicates that the situation is more nuanced.

To experimentally test these theoretical ideas, we measured the noise correlations for a population of
direction selective retinal ganglion cells with different signal correlations for different pairs, and ob-
served that, regardless of the signal correlations (positive for some cell pairs, and negative for others),
all neural pairs had small positive noise correlations. This is in contrast with the notion of opponent
signal and noise correlations. To understand this discrepancy, we created a simple mathematical model
of our experimental system, in which the overlap between two neurons’ tuning curves dictates their
signal correlations; the signal correlations differed between cell pairs, and belong to the set {0, 1, —1}.
The noise correlations are the independent variable for our numerical experiments. Note that our
model population has 8 (>2) neurons in it. In our model, optimal coding performance (measured, for
example, using linear Fisher information) occurs when the noise covariance matrices lie on a boundary
of the space of allowed covariances. Recall that only positive definite covariance (and correlation)
matrices are possible, which means that correlations between pairs need to be consistent across the
population; this requirement shapes the boundary. For example, if neurons A and B have a perfect
noise correlation (pap = 1), and so do neurons B and C (pgc = 1) then neurons A and C must
also have a perfect noise correlation (pac = 1). One cannot choose (pap = 1, ppc = 1, pac = 1)
= (1,1,-1), for example, and pair-by-pair arguments about what the noise correlations should be will
necessarily miss this restriction. We have further proven mathematically that, regardless of the encoder
details, the optimal encoder, using either OLE performance, or linear Fisher information as a metric,
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must lie on a boundary of the space of allowed noise covariance matrices. The small all-positive noise
correlations we observed yielded near-optimal performance in our model population. Considering one
pair at a time, it might be better to choose negative noise correlations for cell pairs with positive sig-
nal correlations and vice versa, but such choices may be impossible, due to the requirement that the
correlations be consistent across the population. Since the optimal solutions must lie on the boundary
of the allowed space of correlation matrices, the consistency requirement is a critical factor in deter-
mining the noise correlation structure that optimizes population coding.
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F2 Sensory dynamics transformation into effective motor behavior
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rior, Universidad Auténoma de Madrid, 28049 Madrid, Spain
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How sensory information is transformed into effective motor action is one of the most fundamental
questions in neuroscience. The intrinsic dynamics of sensory networks can play an important role in
the sensory-motor transformation. However, it is difficult to experimentally assess the study of all the
stages present in the processing of a sensory-motor transformation. Biophysical models of sensory,
central and motor systems can largely contribute to understand the information processing mecha-
nisms involved in this transformation. Nevertheless, because of the lack of experimental results, there
are very few models including all these stages to address the transformation of sensory dynamics into
a motor program.

Complex intrinsic sensory dynamics can be related to multifunctionality in the sensory-motor transfor-
mation. Multifunctionality of neural systems has only been partially addressed in neuroscience research.
One remarkable example of relationship between intrinsic sensory dynamics and multifunctionality is
the gravimetric organ of the mollusk Clione limacina [1,2]. In this work we used conductance based
models of sensory, central and motor circuits and electrophysiological recordings to address the study
of the dual role of a sensory network to organize two different context-dependent motor programs. Our
experimental and modeling results indicate that the sensory signals are modified to fit the changing
behavioral context, and they are readily interpreted by the rest of the nervous system to produce the
correct motor output. We show that a winner-take all dynamics in the gravimetric sensory network
drives the repetitive rhythm of Clione's wing CPG model during routine swimming [3]. On the other
hand, a winnerless competition dynamics in the same sensory network organizes the irregular pattern
observed in the wing CPG during hunting behavior [1]. These two dynamics are interpreted by the
wing CPG to generate the characteristic rhythmic motion during routine swimming and the fast irreg-
ular motion that is observed during hunting behavior. Our modeling results also indicate that specific
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activation phase locks in the sensory network dynamics are transformed into specific motor events in
the wing CPG. The activation phase locks can play an important role in motor coordination.

These results support the view that the dual dynamics of the statocyst network by itself can explain
the two motor programs observed during routine swimming and during hunting behavior in Clione [4].
In other words, the motor program could be generated right at the sensory network fitting the chang-
ing behavioral context in the sensory signals. In this way, the rest of the neurons in the sensory-motor
transformation can just react normally to this signaling.
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F3 Nonlinear dynamics of mechanosensory flight control in flies
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In most animals, rhythmic motion is governed by central pattern generators (CPGs) — neural circuits
that generate periodic patterned output. Sensory input to the CPG is not necessary to maintain the
periodic neural activity, but is known to strongly influence it. For example, proprioceptive afferent
input may entrain the neural CPG rhythm to the mechanical resonance frequency of a limb [1]. CPGs
have been shown to govern the locomotor rhythms in vertebrates as well as in insects. A CPG govern-
ing the flight rhythm, however, has not been identified in flies, which are known for their remarkable
flight maneuverability. In flies, the wingbeat rhythm is generated myogenically by stretch-activated
power muscles and hence is not directly controlled by neural input. It is therefore unclear if the insights
gained for proprioceptive feedback in CPG-based motor systems [1] likewise apply to flight control in
flies.

In our study, we investigated if and how proprioceptive feedback influences the rhythm of the myo-
genic wing beat oscillator. We concentrated on mechanosensory input from the halteres — specialized
'gyroscopic’ sensory organs of flies. The halteres are known to activate the motor neurons of miniscule
steering muscles, which in turn modulate the motion of the wings. In our experiments [2], tethered
flying fruit flies (Drosophila melanogaster) were vibrated by a piezoelectric actuator to stimulate the
haltere mechanosensory pathways. We used a laser Doppler interferometer to measure the vibrations
of the tether resulting from the superposition of the piezo-delivered stimulus and the fly's wing beat.
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We determined the phase relationship between the wing motion and the mechanical stimulus in each
wing stroke and applied an automated synchrogram analysis [3] to detect entrainment and higher-order
synchronization. The flies synchronized with the stimulus for specific ranges of stimulus amplitude and
frequency, revealing the characteristic Arnol’d tongues of a forced limit cycle oscillator. Our analysis
shows that the steering muscles (activated by proprioceptive input) act as a mechanical forcing of
the central power muscle oscillator. We propose that the mechanical forcing of a myogenic limit cy-
cle oscillator permits flies to avoid the comparatively slow control based on a neural central pattern
generator.

In the entrainment study described above, flies were attached to tethers with high resonance frequency
and damping coefficient. While experimenting with tethers of varying mechanical properties, however,
we observed that the fly’s behavior was significantly influenced by the properties of the tether. To
systematically explore this influence for a given fly, we altered the tether's resonance frequency by
clamping the tether at a different point in each distinct flight test. In these experiments, no piezo
stimulus was applied. Yet, when the tether resonance frequency was comparable to the wing beat
frequency, the forces from the fly lead to large cumulative motion of the tether and activation of
the haltere mechanosensors. The fly therefore received delayed feedback dependent on its previous
activity. This lead to a variety of observed dynamical regimes, including the locking of the wing beat
frequency to the tether resonance frequency when their initial difference was sufficiently small (similar
to limb entrainment in [1]). We were able to reproduce most of the observed dynamical features in a
simplified mathematical model of two mutually coupled oscillators: a phase-reduced nonlinear oscilla-
tor representing the wing beat and a linear oscillator representing the tether dynamics.
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Activity-dependent long-term potentiation (LTP) and depression (LTD) of synaptic strength underlie
multiple forms of learning and memory. Endocannabinoids (eCBs) have consistently been described as
mediators of short- or long-term synaptic depression through the activation of the endocannabinoid-
type-1 receptor (CB1R) or the transient receptor potential vanilloid-type-1 (TRPV1). Here we inves-
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tigated whether eCBs could also promote long-term potentiation, an essential requirement for eCBs
to be a genuine bidirectional system and to fully encode for learning and memory.

To this aim, we combined in vitro spike timing-dependent plasticity (STDP) protocols in rodents and
a biophysical model of the signaling pathways likely to be involved. The model describes the temporal
dynamics of three main signaling systems: the postsynaptic NMDAR-CaMKI| pathway (adapted from
[1]), the postsynaptic mGIuR-PLCS system (adapted from [2]) as well as postsynaptic eCB synthesis
and subsequent activation of postsynaptic TRPV1 and presynaptic CB1R in a retrograde fashion.
Using the model to drive the experiments, we uncovered the existence of an eCB-mediated spike-
timing dependent potentiation (eCB-LTP). This eCB-LTP is homosynaptic, astrocyte-independent
and expressed in young and adult animals and across various brain regions (cortex and striatum), sup-
porting its role as a widespread signaling system for spike-based plasticity. We deciphered the signaling
pathways (pre- and postsynaptic receptors and enzymes) involved in this new form of plasticity and
demonstrated that eCB plasticity has a postynaptic induction and a presynaptic maintenance. On the
postsynaptic side, our results show that the dynamics of free cytosolic calcium is a key element for
eCB-LTP induction. eCB-LTP is triggered when eCB transients reach sufficiently high levels. Since the
enzymes that synthetize eCBs are calcium-activated, eCB-LTP induction requires large levels of cy-
tosolic calcium. On the presynaptic side, eCBs encode for bidirectional plasticity via a triad composed
of eCB levels, presynaptic PKA and presynaptic CaN: intermediate eCB levels promote presynaptic
CaN activity, that yields eCB-LTD, whereas large eCB amplitudes favor presynaptic PKA activity,
which leads to eCB-LTP. Both effects are predicted to rely on the inhibition exerted by activated
CB1R on presynaptic adenylate cyclase and P/Q-type voltage-gated calcium channels. Moreover, we
show that eCB-LTP and eCB-LTD can be induced sequentially in the same neuron, depending on the
cellular conditioning paradigm. Therefore, our results demonstrate that eCBs, just like glutamatergic
or GABAergic signaling, form a generic system able to encode for bidirectional plasticity and capable
of genuine homeostasis.

Lastly, we found that eCB-LTP is triggered by very few paired spikes (5 to 10 post-pre spikes at 1
Hz are enough). Thus, eCB-LTP provides synapses with a mechanism able to react to the very first
occurrences of incoming activity. This ability strongly contrasts with NMDAR-dependent LTP which,
in a classical (1 Hz) STDP context, requires the iteration of at least 75-100 paired stimulations to be
expressed, at odds with the observations that new associative memories and behavioral rules can be
learned within few or even a single trials in mammals (e.g. [3]). Our results suggest that eCB-LTP
may represent a neuronal substrate for such rapid learning abilities.
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02  Trial-to-trial tracking of excitatory and inhibitory synaptic conductance using
Gaussian-mixture Kalman filtering
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Interaction of the excitatory and inhibitory synaptic inputs constructs the shape of the receptive fields
and can elucidate the synaptic mechanism underlying the functional activities of neurons. Estimating
trial-to-trial excitatory and inhibitory synaptic conductance from noisy observation of membrane po-
tential or input current can reveal drivers of neurons and play an important role in our understanding
of information processing in neuronal circuits. Although recent studies introduced statistical methods
that estimate trial-to-trial variation of synaptic conductance [1, 2], most previous works use the well-
known least square (LS) method to estimate the excitatory and inhibitory synaptic conductance from
the trial-mean of recorded traces of membrane potential or input current [3-5]. We first analytically
show that the LS method is not only incompetent to capture trial-to-trial variation of synaptic conduc-
tance but also provide biased estimation of synaptic conductance and excitatory/inhibitory covariance
if fluctuation of synaptic conductance and membrane potential is correlated. Next, we propose a novel
method based on Gaussian mixture Kalman filtering (GMKF) that not only overcomes the aforemen-
tioned limitations of the LS method but also gives the opportunity of trial-to-trial estimation of the
excitatory and inhibitory synaptic conductance. We show that our proposal requires fewer assumptions
than the recent proposals [1, 2] that also provide trial-to-trial estimation of synaptic conductance. In
particular, the proposed technique outperforms [1] by providing the ability of estimating an unknown
synaptic distribution using Gaussian mixture model (GMM). We believe that our findings have a sig-
nificant influence on our understanding of the balance of excitatory and inhibitory synaptic input and
the underlying cortical circuitry.
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Figure 1. Estimating excitatory and inhibitory synaptic conductance using LS Voltage-clamp (left) and
GMKF (right). LS method cannot estimate trial-to-trial synaptic conductances (10 trials each lasted 1
sec is used to provide data for both methods). True values (black solid line) and estimated ones (red
dashed lines). See supplementary for more details.
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03 Inhibitory STDP generates inverse models through detailed balance
Maren Westkott, Christian Albers, and Klaus Pawelzik*

Institute for Theoretical Physics, University of Bremen, 28359 Bremen, Germany

In the song bird ('backward’) mappings from sensory representations to motor areas recently were
proposed that would 'postdict’ the motor activations during singing. Such a sensor-motor mapping
represents an inverse model of the motor-sensor-loop passing through the world and thereby can ex-
plain the impressive imitation capabilities of song birds [1].

The neurobiological mechanisms that might generate, fine tune and continuously adapt such inverse
models, however, are not known. Here we show that spike timing dependent plasticity (STDP) of the
inhibitory synapses is sufficient for the self-organisation of the inverse model in a simple closed loop
motor-sensor-motor system [2]. Similar to the case of forward models, where predictable, self-generated
inputs become suppressed [3], the proposed mechanism generates sparse motor activities by cancelling
predictable fluctuations of the neurons’ excitabilities. Our results show that inverse mappings can be
learned with an elementary and biologically plausible learning rule and thus could underly imitation
learning. In our presentation we will discuss also the potential relevance of this mechanism for the
operation state of recurrent networks as e.g. cortex [4].
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04 A cerebellar learning model that reproduces the behavior of vestibulo-ocular reflex
adaptation in wild-type and knock-out mice
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The cerebellum is crucial for different types of motor learning. Established theories of cerebellar learn-
ing posit that the cerebellum learns by adjusting the weights of Parallel Fiber (PF) to Purkinje cells
(PC) synapses, thanks to teaching signals provided by Climbing Fiber inputs. While these theories are
consistent with a large body of experimental data, in particular on synaptic plasticity in PF to PC
synapses, they cannot easily explain a growing body of experimental work, which seems to indicate
a significant role of other sites of plasticity. Recent advances in the development of a large number
in transgenic animals, as well as behavioral and electrophysiogical comparative studies between these
animals and wild-type animals, have opened an unprecedented window into the mechanisms underly-
ing learning in this structure. In particular, it has been shown that specific knock-outs are impaired
selectively on difficult variants of the vestibulo-ocular reflex (VOR) adaptation task, one of the most
studied cerebellar-dependent motor learning tasks. These impairments can occur even though the
classical plasticity mechanisms are left untouched. These data pose significant new challenges for
established models of cerebellar learning.

To better understand the mechanisms of learning in the cerebellum, we built a model that can re-
produce the available data on VOR adaptation, in both wild-type and transgenic animals. The model
includes some of the main cell types involved in this task: granule cells (GCs), the input layer of cere-
bellar cortex, that receives vestibular information from the mossy fibers (MFs); Purkinje cells (PCs),
as well as molecular layer interneurons (INs); and two cell populations in the medial vestibular nuclei
(MVN), one excitatory and one inhibitory, that together control eye movement. The model also in-
cludes two sites of learning: the classical GC to PF plasticity site, as well as plasticity in the MF to
MVN synapses. We provide a mechanistic understanding on how the system learns VOR adaptation
in normal conditions, as well as how the system is impaired by specific knock-outs, which selectively
suppress inhibition onto PCs, or increase the excitability of GCs. Finally, we show that our model is
consistent with behavioral, as well as in vivo electrophysiological recordings.
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05 We now know what fly photoreceptors compute
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It has been known for some time that photoreceptors transmit more information when driven by stimuli
which have 'naturalistic’ statistical properties and that processing of naturalistic visual stimuli involves
nonlinear transformations of the input signals. Until now it was not clear which statistical features of
the stimuli the neurons are selectively 'tuned’ to respond to. Another major difficulty was to elucidate
the computational mechanisms which explain differences in coding naturalistic and Gaussian stimuli.
Here we used a functional model of Drosophila photoreceptor to fully characterize their underlying
computational capabilities. The model was derived based on photoreceptor responses measured in
vivo using naturalistic input stimuli, which the system experiences in its natural environment. In order
to characterize the nonlinear transformations performed by photoreceptors we analytically computed
the higher-order or generalized frequency response functions (GFRFs) of the identified nonlinear pho-
toreceptor model. Using this approach, we demonstrate, for the first time that the observed increase
in power of photoreceptor response, and shift towards higher frequencies as the mean light intensity
increases, is the result of changes in the operating point of the photoreceptor, which produces a
change in the shape of the magnitude of the frequency response functions. This suggests that the
photoreceptor adaptation mechanisms are not tuned to fully compensate for the drop in intensity in
order to achieve, in an efficient way - by exploiting the photoreceptor nonlinearity - a change in the
shape of the magnitude transfer functions, which are optimal for the given mean intensity level.
Furthermore, we examined the significance of both local and non-local high-order phase correlations
for fly vision. We simulated the photoreceptor model using synthetic stimuli sequences incorporating
local phase correlations (edges) and non-local phase correlations (quadratic phase coupling) superim-
posed with Gaussian white noise. By decomposing voltage output of photoreceptor somata into linear
second- and higher-order responses, we explain the nonlinear mechanisms responsible for coding the
local and non-local higher-order statistical features in the stimuli as well as improving their signal-to-
noise ratio.

To validate the results, we carried out electrophysiological experiments using a specially designed stim-
uli sequence, which allows extracting the nonlinear component of the photoreceptor response directly
from data, without a model.

Conclusion

The frequency response decomposition employed in this study allowed us to reveal for the first time
the quantitative relationship between the higher-order statistical properties of environmental stimuli
and processing of these stimuli in fly photoreceptors. In light of the results, we argue that the goal
of early sensory coding is to maximize sensitivity to higher-order statistical features of the stimuli
that are behaviourally relevant to the animal whilst minimizing sensitivity to non-informative signals,
to encode efficiently these features and increase their salience to facilitate further processing. Our
framework elegantly explains the differences in coding of naturalistic and white noise signals and how
this is achieved efficiently without a change in the response transfer function of the photoreceptor
when the mean light intensity is constant. It also explains why and how naturalistic stimuli increase
the rate and efficiency of information transmission.
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0]¢) Spontaneous emergence of simple and complex receptive fields in a spiking model
of V1

Eugene M. Izhikevich, Filip Piekniewski, Jayram Nageswaran, Csaba Petre, Micah Richert*,
Sach Sokol, Philip Meier, Marius Buibas, Dimitry Fisher, and Botond Szatmary

Brain Corporation, San Diego, California, USA, 92121

Brain Corporation is engaged in a multi-year project to build a spiking model of vision, paying special
attention to the anatomy and physiology of the mammalian visual system. While it is relatively easy
to hand-tune V1 to get simple and complex cells, it is not clear how to arrange connectivity in other
cortical areas to get appropriate receptive fields, or what the appropriate receptive fields even should
be. Instead of pre-wiring cortical connectivity according to a computational theory of how vision should
work, we start with a generic "tabula rasa” spiking network having multiple cortical layers and neuronal
types (single-compartment RS, FS, LTS cells). The goal is to find the anatomical and physiological
parameters so that the appropriate connectivity emerges through STDP and visual experience. Since
we know exactly what kind of receptive fields and visual responses are in V1, we build a smaller model
of retina-LGN-V1 pathway and tune the STDP parameters so that the expected responses emerge.
Admittedly, there are many free parameters that could be tuned to get V1-like responses; our choice is
motivated by in-vitro recordings and other published data, whenever possible. Once we trust what we
see in V1, we are ready to copy and paste the cortical model to implement V2, V3, V4, and IT areas
with the hope that useful connectivity, receptive fields, and visual responses emerge. Our large-scale
simulations of the spiking model of the visual system show spontaneous emergence of simple and
complex cells, orientation domains, end-stopping receptive fields, extra-classical receptive fields with
tuned surround suppression, color opponency that depends on the eccentricity of the receptive field,
contrast invariance, and many other features that are routinely recorded in V1. Since the visual model
exhibits micro- and full saccades, we observe perceptual behavior, such as the emergence of bottom-
up (pop-out) attention. The model underscores the importance of spike-timing dynamics, inhibition,
saccadic mechanism, and it imposes important restrictions on the possible types of STDP to model
early visual processing.

eye position (x,y)

This presentation is meant to be a flagship introduction to the whole effort by Brain Corporation to
build spiking model of vision. There are multiple other submissions elaborating details of our modeling
effort. The figure summarizes the gross anatomy of the spiking model of the visual system, including
area MT, Superior Colliculus (SC), Frontal Pursuit Area (FPA), Flocculus (Floc), and Brainstem
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(B.Stem). The retina covers 10 by 10 degrees of visual field with the density of L, M, and S cones
and receptive field sizes of Midget, Parasol, and SBC retino-ganglion cells corresponding to 4 degrees
of eccentricity of a primate retina (collaboration with EJ Chichilnisky lab at Salk Institute). The
model consists of more than 1M single-compartment neurons of RS, FS, and LTS types (lzhikevich,
2007 "Dynamical Systems in Neuroscience”) and 0.25B synapses having AMPA, NMDA, GABA,
and GABAgR conductances, axonal conduction delays, and STDP. In this presentation, we summarize
these and other anatomical and physiological assumptions, describe major results and point to other
submissions by Brain Corporation scientists for more details.

o7 How efficient coding of binocular disparity statistics in the primary visual cortex
influences eye rotation strategy

Sarah Marzen!'*, Joel Zylberberg?, and Michael Deweese!*
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Stereopsis, the ability to perceive depth, is crucial for detecting camouflaged objects and for per-
forming tasks that require estimating distance. Understanding how our brain can so quickly estimate
depth from the slightly different images from our left and right eyes, the difference of which is called
binocular disparity, is still a major unsolved problem in vision research. Several previous computational
studies of binocular disparity have found evidence suggesting that various properties of the primary
visual cortex (V1) allow V1 to optimally process natural binocular disparity statistics. In particular, the
efficient coding hypothesis suggests that the disparity tuning of V1 binocular neurons should reflect
the natural range of disparities [1, 2]; the cortical wiring hypothesis suggests that the orientation of
ocular dominance stripes should follow the binocular disparity map [3]; and visuomotor optimization
theory and the efficient coding hypothesis suggests that eye rotation strategy should be chosen to
minimize binocular disparity and motor inefficiency [4, 5].

However, these previous studies all made assumptions about visual environments that are not sup-
ported by physiological data, and so we have constucted a more comprehensive simulation of binocular
disparity than was used in any of these previous studies. We generate a three-dimensional visual envi-
ronment with two-point statistics and observer-object distance distribution similar to that of a natural
environment; the observer rotates her eyes according to the binocular version of Listing's Law to fixate
on either edges of objects, centers of objects, or randomly chosen points on objects; and the resulting
binocular disparities are mapped to V1 by a Schwartz conformal map fit to physiological data. The
effects of two-point statistics, primary Listing’s plane exorotation angle, Listing’s Law coefficient, and
fixation strategy can be revealed using this simulation in ways that would be very difficult (if not
impossible) with experiments. For instance, to measure the effect of two-point statistics on binocular
disparity statistics using this simulation, we compare the binocular disparity statistics in our more com-
plicated three-dimensional visual environment to a visual environment with the same observer-object
distance distribution but no pixel-pixel correlations.

Our simulations show that the predicted ocular dominance stripe orientations and stereoscopic search
zones are largely insensitive to two-point statistics of the visual environment, whereas the joint prob-
ability distribution of vertical and horizontal disparities is sensitive to the two-point statistics of the
environment. All three are sensitive to interocular distance and eye rotation strategy. Finally, our more
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careful treatment of oculomotor strategy and visual environment shows that physiological oculomotor
strategy cannot be explained by current visuomotor optimization theory [5].
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08 Propagating waves structure spatiotemporal activity in visual cortex of the awake
monkey
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Propagating waves of activity are seen in many types of excitable media, and in recent years, were
found in the neocortex of anesthetized animals [1,2]. To date, however, it still remains unclear whether
propagating waves appear during awake and conscious states [3,4]. One possibility is that these waves
are systematically missed in trial-averaged data, because of their well-known variability from trial to
trial [1].

To test this hypothesis, we developed a phase-based analysis technique, which works on a pixel-by-pixel
basis in the unsmoothed data, and provides a quantiative means to distinguish between spatiotemporal
forms of the population response. We then applied this to single-trial voltage sensitive dye imaging
(VSDI) data, denoised specifically for this purpose [5], and in this work, we show definitively that
spontaeous and stimulus-evoked propagating waves occur in the visual cortex of the awake monkey.
Furthermore, when looking at the multiple visual areas within the imaging field in these experiments,
we observe correlated propagations across primary and secondary visual cortex, illustrating a strong
spatiotemporal organization of these waves across cortical areas.

These results demonstrate that propagating waves are systematically and reliably evoked by sensory
stimulation, and suggest that they have the potential to affect large-scale information processing by
generating a consistent spatiotemporal frame for neuronal interactions. The horizontal fiber network
mediating these activity patterns has previously been implicated in active computational roles, as as-
cending input at a given point in cortex is known to affect the processing of future stimuli across the
cortical plane [6,7]. In this work, we implicate these propagations in a specific functional role. These
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internally generated propagating waves provide a specific structure for the spatiotemporal activity in
visual cortex, uniquely encoding both stimulus identity and time of presentation in the amplitude and
phase of the population response [8]. With these results in mind, we go on to discuss the computa-
tional paradigms towards which our observations point, elucidating these with numerical models and
further analysis.
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09 Non-renewal spiking and neural dynamics — A simple theory of interspike interval
correlations in adapting neurons

1,2
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There is accumulating evidence that the spiking of many neurons is not a renewal process but is
characterized by correlations between interspike intervals (ISls) [1]. These correlations are crucial for
understanding signal processing in single neurons, however, their origin and structure is still poorly
understood theoretically. Here, we present a simple theory of correlations in neural oscillators with
spike-triggered adaptation currents, which are a major source of non-renewal spiking. These currents
mediate spike-frequency adaptation and are commonly believed to result in negative correlations be-
tween adjacent ISls. For such adapting neurons, we show that the serial correlation coefficient (SCC)
is fundamentally related to the neuron’s phase response curve (PRC). The relation predicts possible
correlation patterns that characterize how correlations depend on the lag between ISls. Different pat-
terns arise from the specific interplay between nonlinear neural dynamics and adaptation dynamics. In
particular, the correlation structure can be determined by a single parameter that includes the shape
of the PRC as well as the strength and time scale of the adaptation current (Fig. 1).

For a positive PRC (type 1), the SCC is always negative at lag 1. At higher lags, we find either a
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monotonically decaying (Fig.1A) or oscillating (Fig.1C) behavior of the SCC depending on the strength
of adaptation. Similar correlation structures have been observed in different experimental studies (see
e.g. [2]). Despite the distinct patterns, the total correlation as expressed by the sum of the SCC over
all lags displays a universal value close to -0.5 at high firing rates and strong adaptation. As an example
of a type | neuron, we discuss one-dimensional integrate-and-fire (IF) neurons with adaptation (like
e.g. the adaptive exponential IF model [3]) operating in the supra-threshold regime. For these models,
the different behaviors of the SCC can be explained by qualitatively different structures of the phase
plane spanned by the voltage and the adaptation variables. Our theory also predicts that adapting
neurons with a partly negative PRC (type Il phase resetting) can additionally exhibit non-negative ISI
correlations, which is indeed found in a two-dimensional IF model with adaptation (Fig.1D,E). Thus,
adapting neurons can show a richer repertoire of correlation patterns than previously thought.
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Simultaneous recordings of the firing activity of pairs of cortical neurons have shown that spike-count
correlation coefficients (CCs) cover a wide range of values. According to recent theoretical and ex-
perimental work [1,2] recurrent cortical networks decorrelate neural activity producing very low CCs.
However little is known about the origin of correlations and data analysis based on recordings of cor-
tical activity of awake, behaving animals performing non-trivial tasks are scarce. In this study, we aim
to understand the role of neural correlations in perceptual decision-making tasks and its relationship
with the covariation between neural firing activity and behavior.
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We examine spike-count correlations obtained from pairs of simultaneously recorded premotor cortex
(PC) neurons while trained monkeys performed a vibrotactile detection task in which the stimulus was
often absent or weak, and the time of its application was variable [3,4]. By analyzing firing rates and
correlated variability we show that behavioral outcomes are crucially affected by the state of cortical
networks before stimulus onset times.

Our results suggest that sensory detection is partly due to a purely internal signal whereas the stimu-
lus, if finally applied, adds a contribution to this initial processing later on [5]. Noise correlations can
be weak; their smallest values are attained at the end of the delay period of the task. Importantly,
we found that small CCs are compatible with high firing rates. Although the firing rate in hit trials
is higher than in correct rejections, the distributions of CCs over the population of pairs are similar,
presenting mean values of 0.06. Moreover, the CCs do not covary with the geometrical mean of the
firing rate of the pair.

The observation that single neurons covary with the subject’s response (characterized by the choice
probability index, CP) is usually explained by the existence of variability correlations among the cells
in a neuronal population [6]. Here we show a simple approximate expression that explicitly relates
the population-averaged CP index and the CCs. This expression shows that the CP index is differ-
ent from 0.5 when CCs evaluated using all trials differ from choice-conditioned correlations. Neurons
could covary significantly with behavior even if the latter are very small. Thus, we show that there is
no contradiction between the correlated activity required for the non-chance CP index and the small
correlations produced by decorrelation in recurrent networks.

Although the CP index is useful to study the role of single neurons in decision-making tasks, in reality,
the decision is formed through the coordinated action of several pools of neurons. Hence, the relevant
quantities to investigate the elaboration of the choice are population variables combining the activity
of several pools. By extending the notion of CP from single neurons to neural pools, we defined the
CPy index to quantify the amount of covariation with behavior of arbitrary linear combinations of
oppositely-tuned neural pools. We found that pools of PC neurons exhibiting persistent activity be-
come fully correlated with the subject’s choice soon after stimulus onset and during the entire delay
period of the task.
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011 Cellular temperature compensation of sensory receptor neuron responses
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Temperature is known to modulate ion channel kinetics and hence also action-potential generation.
This poses a challenge for neural systems that need to retain their functionality also under conditions
of varying temperature. Multiple strategies to counterbalance the effects of environmental temperature
changes exist: mammals keep their body temperature approximately constant, while poikilothermic
species need to implement temperature-compensation at the behavioral, systems, or cellular level.
While mechanisms of behavioral and systems level have been identified [1], cellular mechanisms of
temperature-compensation as well as their associated metabolic cost remain largely unknown.

We investigated the effect of temperature on auditory processing in the grasshopper. We recorded
intracellular responses of auditory receptor neurons to auditory broad-band noise stimuli at different
intensities at two distinct behaviorally relevant temperatures. Interestingly, we found that changes
in temperature did not have large effects on sound-intensity coding in receptor neurons. These neu-
rons constitute the input layer of a feedforward network and hence do not receive network input. We
concluded that the observed temperature robustness of receptor-neuron responses must arise from
intrinsic, network unrelated effects.

In general, the receptor-neuron response is shaped by two processing steps: mechanosensory transduc-
tion and spike generation. Both can contribute to temperature compensation. Either both transduction
and spike generation are compensated (hypothesis |), or alternatively, their temperature dependencies
can cancel each other (hypothesis II).

To test hypothesis | we assumed a temperature-invariant transduction and asked, first, whether
temperature-compensation could be achieved for a spike-generating mechanism with realistic tem-
perature dependencies of the ionic conductances. The latter refers, in particular, to increases of gating
kinetics by a factor of 2-4 with temperature increments of 10°C (defining a Q10 value of 2-4) as well
as modest increases of peak conductances. Second, we explored whether temperature compensation, if
achieved cell-intrinsically, compromises the neuronal energy budget. In other words, is temperature ro-
bustness metabolically expensive? To address these questions, we varied the temperature dependence
of ionic conductances in a conductance-based neuron model. Based on the spike frequency vs. input
current (f-1) relation, we estimated the ability of the model neurons to keep a robust firing rate despite
changing temperature. Moreover, we computed the average energetic cost per action potential [2].
Using a database modeling approach [3], we performed a systematic sensitivity analysis for firing-rate
changes and energetic cost as a function of the temperature dependence of conductance parameters
(i.e. Q10 values of transition rates and peak conductances). Our analysis shows that the key pa-
rameters determining the robustness of spike generation relate to the temperature-dependence of the
model’s potassium conductances. In contrast, energy consumption is governed by the temperature de-
pendence of the sodium conductance. Consequently, a neuron can achieve temperature-compensation
of its firing rate without compromising the energy budget.

To constrain hypothesis I, we used the experimentally observed f-1 curves in an objective function and
inferred the corresponding transduction process for each spike generation in our sensitivity analysis.
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Our results predict that thermosensitive Transient Receptor Potential (TRP) channels have a role in
mechanosensory transduction at the grasshopper tympanum, and therefore motivate further experi-
ments.
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The insect olfactory system is capable of classifying odorants by encoding and processing the neu-
ral representations of chemical stimuli. Odors are transformed into a neuronal representation by a
number of receptor classes, each of which encodes a certain combination of chemical features. Those
representations resemble a multivariate representation of the stimulus space [1]. The insect olfactory
system thus provides an efficient basis for bio-inspired computational methods to process and classify
multivariate data.

Olfactory receptors typically have broad receptive fields, and the odor spectra of individual recep-
tor classes overlap. From the viewpoint of multivariate data processing, overlapping receptive fields
cause correlation between input variables (channel correlation). In previous work, we demonstrated
how lateral inhibition in an olfaction-inspired network reduced channel correlation [2,3]. Decorrelation
was achieved by setting the strength of lateral inhibition between two channels according to their
correlation, which we pre-computed from the input data.

Here, we propose unsupervised learning of the lateral inhibition structure. The lateral inhibition
synapses support inhibitory spike-timing dependent plasticity (iSTDP) [4,5]. After exposing the net-
work to a sufficient number of input samples, the inhibitory connectivity self-organizes to reflect the
correlation between input channels. We show that this biologically realistic, local learning rule pro-
duces an inhibitory connectivity that effectively reduces channel correlation and yields superior network
performance in a multivariate scent recognition scenario.
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Several distinct patterns of population activity can be recorded in the hippocampus in vivo. These
neural activity patterns depend on the behavioral state of the animal, and include theta-modulated
gamma oscillations as well as low-level irregular activity with periodically occurring large-amplitude
sharp wave-ripple (SWR) events. During SWRs, neuronal populations in the hippocampus have been
found to “replay”’, on a faster time scale, activity recorded during theta-gamma activity in the ex-
ploring animal. Such replay may be important for the establishment, maintenance and consolidation
of long-term memory. Our aim was to develop a mechanistic understanding of cellular and network
mechanisms underlying the generation of SWRs in general, and spatio-temporal sequence replay dur-
ing SWRs in particular, based on in vitro and in vivo experimental observations.

A recently developed hippocampal slice preparation, in which SWRs arise spontaneously, has allowed
the collection of a large and diverse set of data regarding the properties of SWRs, as well as the
characterization of several cell types and synapses which are critical in their generation. Based on
these data, combined with phase-plane analysis of the network dynamics, we developed a large-scale
network model of the hippocampal CA3 region. We found that our model based on measured cellular
and synaptic parameters could faithfully reproduce the experimentally observed SWR activity as long
as we included an appropriate slow feedback mechanism which was responsible for the termination of
SWR bursts. Our model allowed us to rule out several potential candidates (such as neuronal adapta-
tion) for the slow feedback process, suggesting that either slowly activating interneuronal feedback or
short-term synaptic plasticity of connections within CA3 might terminate SWRs. Statistical analysis
and fitting of the inter-event interval distribution of SWRs in vitro suggested that, following an initial
'refractory period’ after each SWR, the next SWR is initiated stochastically, requiring the simultane-
ous activation of a threshold number of pyramidal cells. When we implemented the changes in cellular
and synaptic properties measured in the slice following the activation of cholinergic receptors, our
model replicated the experimentally observed transition from SWR activity to gamma oscillations.
Finally, applying a spike-timing-dependent plasticity rule to the recurrent excitatory weights during
simulated exploration, the emerging weight structure led to the spontaneous replay of sequences of
place cell representations during simulated SWRs. We also found that using structured rather than
random weights substantially altered the global network dynamics, resulting in a sparse participation
of pyramidal neurons in individual SWR events, and allowing our model to match more closely the
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corresponding experimental observations.
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Although postsynaptic and transmembrane currents over local neuronal populations are considered
the main factors for shaping local field potential (LFP) and current source density (CSD) fluctuations
[1], high-frequency oscillatory LFPs can also be shaped by extracellular action potentials of pyramidal
cell populations [2]. Sharp wave-ripple complexes (SWRs) are typical examples of such high-frequency
oscillatory events, observed in hippocampal LFPs during deep sleep and awake immobility. They con-
sist of an extensive depolarization in the CA1 dendritic layer (sharp wave) arising from population
bursts in CA3, accompanied by a ~150-200 Hz LFP oscillation in the CA1 pyramidal layer (ripple).
During SWRs, temporal firing patterns of correlated place cells, acquired during wakeful exploration,
are replayed in fast-scale, providing a strong indication for the participation of SWRs in memory con-
solidation. Yet the particular effects of these pattern replays on the hippocampal extracellular field
are largely unknown. How are the different ensembles of spiking cells encoded in the emerging ripple-
LFPs? Here, we study this association through both a modeling and an experimental approach.

Firstly, we employ a spiking network model of the CA3 and CA1 hippocampal areas that reproduces
key features of SWRs based on synchronous CA3 population bursts and strong, fast-decaying CA1
recurrent inhibition [3]. The synaptic input on CAL pyramidal cells is implemented in a population
of morphologically realistic, multi-compartmental models of CA1 pyramidal neurons, based on recon-
structed cells [4]. The emerging extracellular fields accurately reproduce properties of SWR LFPs.
By developing different spatial distributions of sets of CA1 cells that fire during ripples and others
that remain silent, we explore in a systematic fashion the influence of spiking cell assemblies on the
spatiotemporal characteristics of emerging extracellular fields during SWRs. In particular, we show
how the different spatial arrangements of spiking cells give rise to differences in the depth-profile and
CSD characteristics of raw and filtered LFPs.

Next, we apply our analysis to a set of LFPs and unit activity, recorded in vivo, from multiple locations
in areas CA3 and CA1 of the rat hippocampus while animals run on a linear track with resting areas at
both ends. The spiking activity of detected place cells, firing in sequence during the running sessions,
is replayed in either forward or reverse order during SWRs occurring at the resting areas [5]. We trace
the differences in the depth profile and CSDs of SWR LFPs between such forward and reverse replays.
Based on our modeling results, we provide a link between systematic changes in the spatiotemporal
features of the LFPs, with the corresponding ensembles that gave rise to each ripple episode.

This work provides a deeper understanding of the nature of extracellular fields and offers a new ap-
proach to the decoding of ongoing cell assemblies based on extracellular current flows. Differences in
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the emerging SWR field activity may play an important role in information processing during memory
consolidation.
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Place cells are neurons in the hippocampus whose activity depends on the animal’s location in space
and are therefore thought to be crucial for spatial representation [1]. Based on the assumption that
CA3 works as an attractor neural network [2] models have shown that spatially-localized attractors,
corresponding to different 'environments’ or 'spatial maps’, can be encoded in one network [2-3].
Transitions and cross-talks between attractors coding for different maps remain, however, poorly un-
derstood.

Motivated by a recent experiment showing bistability between competing spatial representations, paced
by theta waves [4] we propose a recurrent model network, whose synaptic connections .J;; sum up
contributions coming from all the environments according to: 1. The contribution to J;; due to an
environment vanish when the centers of the place fields of cells i & j are further away than some cut-off
distance w; 2. Place fields are randomly remapped from one environment to the other. Using tools and
concepts from the statistical physics of disordered systems we have solved the model and show that
the network can be in one of three regimes, depending on the level of noise in the neural dynamics,
T, and the number of environments, L (Figure 1A). In particular, we have found the maximal values
of T"and L (given the other parameters of the model e.g. the number of place cells, the average firing
rate,...) such that, spatially-localized and environment-specific activity is possible. In addition we have
observed the presence of spontaneous, i.e. in the absence of external input, dynamical transitions
from the activity localized in one map to the activity representative of another environment (Figure
1B). Those transitions are strongly reminiscent of those experimentally observed in [4]. The statistical
features of the transitions and their dependence on the parameters of the model can be understood
in great analytical details.
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Figure 1: Properties of the model (1D-space with w=0.05, 10% of active neurons). A. Sketch of the
phase diagram. For moderate T and L the network activity is spatially localized in one of the stored maps
and encode a specific location in space. For high T (strong noise) or high L (strong map interference) the
activity profile spreads over the whole space, either uniformly or with rough, interference-induced ripples.
B. Transitions between two stored maps (symbolized with blue and red colors) during a Monte Carlo
simulation with N=1000 neurons; values of T and L correspond to the green spot in panel A. Insets:
place-cell activity vs. place-field center locations in blue and red maps, for two instants indicated by the
arrows.
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Introduction

Muscle spindles, whose activity is determined by muscle length changes and by fusimotor drive (i.e. -
drive), provide critical information about movement position and velocity [1]. However, task-dependent
fusimotor drive remains largely unknown [2], since no fusimotor neurons have ever been recorded dur-
ing active, voluntary upper limb movements, whether in animals nor in humans. So far an estimation
of ~y-drive could only be obtained through an indirect inference of fusimotor activity from observed
muscle spindle activity. Our aim was to model the effect of y-drive on muscle spindles and to simulate
voluntary wrist movements for which the

Methods

Our conceptually simple computational model (an adaptation of [3]) allows for a direct quantification
of y-drive. A forward calculation predicts spindle responses based on time-varying ~-drive and muscle
length changes. This computational model thus links a biomechanical (musculo-tendon) wrist model
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to length- and ~-drive-dependent transfer functions of group la and group Il muscle spindles. These
transfer functions were calibrated (Fig. 1A) with extant data from passive movements in the cat [4].

Results

Our simulations suggest that (i) empirically observed muscle spindle activity profiles can to a large
part be explained by a strongly task-dependent ~-drive (Fig. 1B), (ii) observed differences between
individual muscle spindle response profiles can be explained by a corresponding variability in the -drive
(Fig. 1B), and (iii) observed phase advance of spindle responses can to a large part be explained by
appropriate ~y-drive.

Figure 1. A. Fit between passive [4] (dotted

lines) and simulated (lines) Ia responses dur- A Diferent IS rates with

. . . . constantYD(125/sec)

ing sinusoidal stretch under constant yp-drive 200 | MF
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to bottom: 125, 75, 50, 0 Hz). B. Simulated 81901 la Y

Ia responses (left column) during active muscle Emo- A

contraction for 4 different vyg-drives (right col- é

umn): no, phasic, tonic and phasic-tonic drive. ~ 509 L PP Ysp+
The asterisk indicates simulated responses sim- ol st | — | — s
ilar to empirically observed Ia responses [5]. i i | — l-mv—Ysp+t+

Conclusion

Our simulation predicts that ~-drive is strongly modulated and task-dependent and that appropriate
~-drive can explain many empirically observed aspects of group la and Il muscle spindle responses
during active movements.
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Operant control of a prosthesis by neuronal cortical activity is one of the successful strategies for
implementing brain-machine interfaces, by which the subject learns to exert a volitional control of
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goal-directed movements.

Here, several motor cortex neurons were recorded simultaneously in head-fixed awake rats and were
trained, one at a time, to modulate their firing in order to control the speed and direction of a 1D
actuator carrying a water bottle. In the first phase of the experiment, the bottle could only move
in one direction and this was triggered by an increase in firing rate. Most neurons submitted to this
conditioning successfully increased their activity during trials, and this effect was enhanced across
sessions. Once trained, the neuron chosen to control the operant behavior reacted consistently more
rapidly than the other recorded neurons after trial onset. We observed also that the firing rate vari-
ability increased in an anticipatory way before trial onset, specifically for the neurons that could be
conditioned successfully. However, this effect was observed only in the initial phases of the conditioning.

In the second phase of the experiment, neurons modulated their firing rate up or down in order to
control the direction and speed of the water bottle. The bottle could thus move bilaterally, and the
goal was to maintain the bottle in front of the rat'mouth in order to allow drinking. All conditioned
neurons adapted their firing rate to the instantaneous bottle position so that the drinking time was
increased relative to chance. The mean firing rate averaged over all trajectories depended on po-
sition, so that the mouth position operated as an attractor (at least for the bottle starting side).
Again, the conditioned neuron reacted on average faster than the other neurons and led to a better
bottle control than if trajectories were simulated using the activity of simultaneously recorded neurons.

Overall, our results demonstrate that conditioning single neurons is a suitable approach to control a
prosthesis in real-time, and that these neurons occupy a lead position after learning, acting as “master”
neurons in the network.
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Recently, Friedman et al performed high-resolution measurements [1] that strongly supported an
universal critical character (in the sense of statistical physics) of neuronal avalanches, despite the ab-
normally high frequency of large events (“bumps” in the distributions of size and lifetime of avalanches)
deforming the pure power-law behavior expected from analogies to equilibrium critical phenomena that
became manifest only for smaller events.

Based on simulations of the Kinouchi-Copelli (KC) model, we have shown [2] that such bumps may
not be experimental artifacts and really be typical at criticality when the topology of the neural net-
work is the Barabasi-Albert (BA) model, leading to a scale-free degree distribution of exponent -3.0.
On the other hand, those simulations could not reproduce the exponents of the power-law region
of the avalanche distributions in [1] (namely, -1.7 for the size distribution and -1.9 for the lifetime
distribution). Besides that, the KC dynamics on BA topology revealed that the information capacity
(entropy of avalanche size distribution) did not exhibit critical optimization, in contrast with an earlier
experiment [3].
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In this study we investigate the KC dynamics on the Uncorrelated Configuration Model (UCM) [4].
The UCM is a kind of “wiring procedure” of a neural topology that can lead to scale-free degree
distributions with tunable exponents and can be “matched” to BA model. However, even so their
avalanches are not identical. While the UCM also allows the appearance of bumps on the avalanche
distributions, it both shows that the information capacity may be critically optimal and exhibits quan-
titatively accurate values of the critical exponents for small avalanches, suggesting the UCM may be
descriptive of some structural features in the systems claimed to exhibit critical dynamics.
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The striatum forms the main input structure to the Basal Ganglia (BG), a subcortical structure in-
volved in the selection and reinforcement learning of action sequences. It is 90% composed of medium
spiny neurons (MSNs) which inhibit each other through collaterals, receive excitatory projections from
cortex and are the only cells projecting outside the striatum. Because of its inhibitory structure the
MSN network is often thought to act selectively, transmitting the most active cortical inputs down-
stream in the BG while suppressing others. However studies show that local MSN network connections
are too sparse and weak to perform global selection and their function remains puzzling. Here we sug-
gest that rather than generating a static stimulus dependent activity pattern the MSN network is
optimized to generate stimulus dependent dynamical population activity patterns for extended time
periods after variations in cortical excitation. Indeed MSNs form cell assemblies whose population fir-
ing rates vary coherently on slow behaviourally relevant timescales [1]. Furthermore individual MSNs
display diverse response profiles locked to task and reward predicting events [2,3] with phasic activity
peaks broadly distributed across the whole spectrum of delays after task events [4-6]. We have previ-
ously shown [7,8] that such activity emerges in a model of a spiking MSN network but only at realistic
connectivities of ~15% and only when MSN generated inhibitory post-synaptic potentials (IPSPs) are
realistically sized. Here we suggest a reason why the MSN network generates such activity. We in-
vestigate how network generated population activity interacts with temporally varying cortical driving
activity, as would occur in a behavioural task. We find [9] that at unrealistically high connectivity a
stable winners-take-all regime is found where network activity separates into fixed stimulus dependent
regularly firing and quiescent components. In this regime only a small number of population firing
rate components interact with cortical stimulus variations. Around 15% connectivity a transition to
a more dynamically active regime occurs where all cells constantly switch between activity and qui-
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escence. In the low connectivity regime MSN population components wander randomly and here too
are independent of variations in cortical driving. Only in the striatally realistic transition regime do
weak changes in cortical driving interact with many population components so that sequential cell
assemblies are reproducibly activated for many hundreds of msecs after stimulus onset and PSTH
display strong stimulus and temporal specificity. We show that this activity is maximized at striatally
realistic connectivities and IPSP sizes and cortical stimuli are also maximally distinguished at striatally
realistic parameter settings. In fact Lyapunov exponent computations show that, quite remarkably, the
MSN network sits precisely at a marginally stable point, the edge of chaos. Thus we suggest the local
MSN network has optimal characteristics - it is neither too stable to respond in a dynamically com-
plex temporally extended way to cortical variations, nor is it too unstable to respond in a consistent
repeatable way. We discuss how these properties may be utilized in temporally delayed reinforcement
learning tasks strongly recruiting the striatum.
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We analyzed recordings of prefrontal cortex activity of a rat in three different phases: while the animal
faces a task in which a rule has to be learned and during the previous and subsequent sleep phases. We
inferred an Ising model (characterized by binary variables and local fields and couplings as parameters)
from the recorded spiking frequencies and pairwise correlations between neurons. We have shown how
the inferred model can be used to deepen the analysis of the recordings, unveiling the presence of
highly coordinated groups of neurons (cell assemblies), that is neurons that are activated together and
synchronously inhibit the activity of other specific neurons.

75



To identify the coactivated groups, we found the maxima of the log-likelihood of a configuration of
neurons (stable states), defined as the sum of all the fields and couplings relative to the active neurons,
performing an ascent dynamics on the energy landscape. When the model is inferred from the activity
binned into 10ms time bins, the only stable state is the one with all silent neurons. By adding an
external input into the model and slowly increasing its value, stable states with more and more active
neurons appear (see fig.1A), starting from the neurons with higher spiking frequency. Remarkably,
the curves in fig.1A show large jumps at specific values of the input strength, corresponding to the
co-activation of strongly interconnected neurons, which not necessarily have high average activity.
These highly synchronized neurons have been found from the models of both the awake and sleep
epochs (see fig.1B), and are partially shared between different phases.

We investigated the meaning of the external input parameter, discovering that it carries information
on the time scale at which we observe correlations between neurons, namely the time bin width. In
fact, the two curves of fig.1A, which refer to the model inferred from the neuronal activity binned
into two different time bins (10ms and 30ms), overlap by applying a translation of log(30ms/10ms)
in the input strength. The fact that at At=30ms the fit co-activated group appears for a small input
strength H ~1 means that the group is likely to be co-activated in a 30ms time scale.

Neurons found in activated and inhibited groups extracted from our model correspond to large entries
in the two principal eigenvectors of the Pearson correlation matrix obtained from the recorded activity.
In particular the 1st component has large and positive entries on both activated groups, and the 2nd
component shows negative entries on the 1st group, and positive ones on the 2nd group which entails
that the groups can activate together or not. Moreover the activation of a group causes the inhibition
of another group, which has also large entries on the 1st and 2nd components but with opposite
signs. The sign of the components therefore refects in an intricate manner the activation-inhibition
relationships between different groups.

Figure 1: Co-activation of neurons as a function A
of the input strength and of the time bin. A.
Number of active neurons A(H) in the stable states vs.
external input H. Parameters (fields and couplings) of
the Ising model were inferred from the activity of the
Maze epoch, binned into time windows of Ati=10ms } s 5 25 3 35 A
(green) and Ate=30ms (black). The two curves can be input strength
superimposed upon translation of the input strength by ‘
log(Aty /Aty). B. Number of newly activated neurons,
defined through A(H + 0.1) — A(H), in the stable con-
figurations for the three epochs vs. input strength H ; the
fields and couplings of the Ising model have been inferred ‘ ‘ , . ‘

Jor each epoch. ! b 2 input g't?'ength : > ¢

»
o

Maze (bin=10ms)
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021 Multiscale modeling of cortical information flow in Parkinson’s disease

Cliff Kerr?*, Sacha J van Albada?®, Samuel Neymotin!#, George Chadderdon?, Peter Robin-
son?, and William Lytton®

! Department of Physiology and Pharmacology, SUNY Downstate Medical Center, Brooklyn, NY,
USA

2 Complex Systems Group, School of Physics, University of Sydney, NSW, Australia

3Institute of Neuroscience and Medicine (INM-6) and Institute for Advanced Simulation (IAS-6),
Jiilich Research Centre and JARA, Jiilich, Germany

4 Department of Neurobiology, Yale University, New Haven, CT, USA

The basal ganglia play a crucial role in the execu-
tion of movements, as demonstrated by the severe mo-

tor deficits that accompany the neuronal degeneration — Healthy basal ganglia
underlying Parkinson's disease (PD). Since motor com- z:z Parkinson's disease
mands originate from the cortex, an important func- §O'4

tional question is how the basal ganglia influence cor- §O'3

tical information flow, and how this influence becomes go.z

pathological in PD. In contrast, previous models of PD 00:1

have focused on either global brain dynamics or on lo-

o

o

10 20 30 40 50

cal information flow, since developing a model that is Frequency (Hz)

valid on both scales presents a major technical chal-

lenge.
& Figure 1: Spectral Granger causal-

ity from layer 4 to layer 5, a ma-

To address this issue, we developed a composite neuronal net- jor feedforward pathway in the cor-

work /neural field model. The neuronal network consisted of tex. The health del sh ;

) o ) ) er. e healthy model shows strong
4950 event-driven rule-based neurons, divided into 15 excita- causality in the high-beta/low-gamma
tory and inhibitory cell populations in the thalamus and cor- (20-35 Hz) band; this is almost en-
tex. This model was then embedded in a neural field model of  tirely 105t in the PD-driven model,
the basal ganglia-thalamocortical system, including the cortex, resuiting in substantially lower total
thalamus, striatum, subthalamic nucleus, and globus pallidus. causality.
Both network and field models have been separately validated
in previous work [1-3], with both shown to produce realistic firing rates and spectra. Two field models
were explored: one with parameters based on data from healthy individuals, and one based on data
from individuals with PD. Spikes generated by these field models (which represent inputs from distant
brain areas) were then used to drive the network model (which represents a small region of association
cortex). We then explored the effects that these drives had on the information flow and dynamics of
the network.

Compared to the network driven by the healthy field model, the PD-driven network had lower firing
rates and increased power at low frequencies, consistent with clinical PET and EEG findings; it also
had more spike bursts, indicating pathologically increased intracortical coherence. The PD-driven net-
work showed significant reductions in Granger causality (see Figure 1). In particular, the reduction in
Granger causality from the main “input” layer of the cortex (layer 4) to the main “output” layer (layer
5) represents a possible explanation for some of the characteristics of parkinsonism, such as bradyki-
nesia. These results demonstrate that the brain's large-scale oscillatory environment, represented here
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by the field model, strongly influences the information processing that occurs within its subnetworks.
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022 HCN1-mediated interactions of ketamine and propofol in a mean field model of

the EEG

Ingo Bojak!?3*, Harry Day?, and David Liley*®

1 School of Systems Engineering, University of Reading, Whiteknights, Berkshire, RG6 6AY, UK
2School of Psychology (CNCR), University of Birmingham, Edgbaston, Birmingham B15 2TT, UK
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% Cortical Dynamics Ltd., Suite 4, 462 Burwood Road, Hawthorn, Victoria 3122, Australia

Ketamine and propofol, two popular anesthetic agents,
are generally believed to operate via disparate primary
mechanisms: ketamine through NMDA antagonism
and propofol through the potentiation of GABA4-
gated receptor currents. However, surprisingly the ef-
fect of ketamine on the EEG is markedly altered
in the presence of propofol. Specifically, while ke-
tamine alone results in a downshift of the peak fre-
quency of the alpha rhythm, and propofol keeps it
roughly constant - when administered together, they
increase the alpha peak frequency [1]. Recently it has
been found that both ketamine and propofol inhibit
the hyperpolarization-activated cyclic nucleotide-gated
potassium channel form 1 (HCN1) subunits, which in-
duces neuronal membrane hyperpolarization [2]. Fur-
thermore, HCN1 knockout mice are significantly less
susceptible to hypnosis with these agents; but equally
affected by HCN1-neutral etomidate [2]. We show here
[3] that an established mean field model of electrocor-
tical activity can predict the EEG changes induced by
combining ketamine and propofol by taking into ac-
count merely the HCN1-mediated hyperpolarisations,
but neglecting their supposed main mechanisms of ac-

T T T T
P increasing, no K K increasing, high P P decreasing, high K K decreasing, no P

« freq. shift) [Hz]

Af (

Figure 1. Predicted shift of the alpha peak
frequency of ten parameter sets during four
phases of linear change to the normalized ke-
tamine (K) and propofol (P) concentrations,
respectively.

tion (NMDA and GABA ,, respectively). See Figure 1. Our results suggest that ketamine and propofol
are infra-additive in their HCN1-mediated actions. This is consistent with independent experimental
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evidence [4]. We show here that the HCN1-mediated actions of ketamine and propofol, hitherto ne-
glected by models of anaesthetic action, can not only explain a range of counterintuitive induced EEG
changes but also predicts the infra-additivity of these drugs.
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Workshops

W1 Advances in activity-dependent synaptic plasticity
Space Grignard, Wed & Thu, 9:00-17:30
Paul Munro, University of Pittsburgh, Pittsburgh, PA, USA
Claudia Clopath, Columbia University, New York, NY, USA

Since Hebb articulated his Neurophysiological Postulate in 1949 up to the present day, the relation-
ship between synapse modification and neuronal activity has been the subject of enormous interest.
Laboratory studies have revealed phenomena such as LTP, LTD, and STDP. Theoretical developments
have both inspired studies and been inspired by them in an effort to reveal the biological principles
that underlie learning and memory. The intent of the proposed workshop is to foster communication
among researchers in this field. The workshop is intended to be of interest to experimentalists and
modelers studying plasticity from the neurobiological level to the cognitive level. The workshop is
targeted toward researchers in this area, hopefully drawing a 50/50 mix of experimental results and
theoretical ideas. Another goal is to bring together established researchers with grad students and
postdocs.

The proposed workshop will be held for two days (July 17-18), with four 45 minute talks in the
morning sessions, and three 45 minute talks in the afternoons. We will organize a lunchtime poster
session for students and postdocs if there is enough interests. Let us know by e-mail if you want to
present a poster, or give a talk, since we have a couple of slots still available.

Invited Speakers:
Harel Shouval, Mayank Mehta, Walter Senn, Julie Haas, Eugene Izhikevich, Ole Paulsen, Karl Kandler,
Alison Barth, Claudia Clopath, Paul Munro, Jenia Jitsev, Eilif Muller, and Anne Warlaumont.

W2  Network neuroscience: structure and dynamics
Salle du Conseil, Wed & Thu, 9:00-17:30

Michele Giugliano, University of Antwerp, Antwerp, Belgium

Daniele Marinazzo, University of Ghent, Ghent, Belgium

This workshop will gather leading experts in the field of network neurosciences, to discuss how the
information processed and stored by neural populations depends on their structure. The workshop
specifically aims at discussing how one can efficiently enlighten the two-way road, linking structure
and function. Through its 8 invited talks, the workshop focuses on five major key issues:

e Which connectivity measures and complex network properties are most appropriate to map
function and behavior of groups of neurons, at multiple scales?

e Connectivity motifs have been identified as characteristic networks building blocks: do they find
their raison d'étre in structure itself, or in their capability to store and process information, or, as
suggested by recent evidence, also in short-term dynamics of excitatory synaptic transmission?

81



e How can one distinguish and study the innate (intrinsic and unsupervised properties of neuronal
circuits) and experience-related structure/function properties (i.e. learning and the interplay
between dynamics and circuit rewiring/re-tuning)?

e Given the spiking history, how many neurons one needs to record to infer their connectivity, and
other features of the network?

e What can one learn on neuron-network (micro-to-macro) interactions in both dynamics and
structural aspects? To what extent structure and/or activity at the network and single neuron
level constrain each other?

Invited Speakers:

Demian Battaglia, Max Planck For Dynamics and Self Organization, BCCN, Germany
Paolo Bonifazi, School of Physics and Astronomy, Tel Aviv University, Israel

Nicolas Brunel, Dept. Statistics, Neurobiology, Univ Chicago, USA

Michele Giugliano, Dept. Biomedical Sciences, Univ. Antwerpen, Belgium

John Hertz, Nordita, Stockholm, Sweden

Viktor Jirsa, System Neuroscience Institute, Unimed, Marseille, France

Asaf Gal, Network Biology Research Laboratories, Technion, Israel

Stefan Rotter, Bernstein Centre Freiburg, Germany

Contributed Talks:

J. Cortes (lkerbasque-Biocruces)

B. de Sancristébal (Universitat Pompeu Fabra)
M. Dhamala (Georgia State University)

G. Einevoll (Norwegian Univ. Life Sci.)

L. Gollo (Queensland Inst Med Res.)

R. Hindriks (Universitat Pompeu Fabra)

F. IsikKarahanoglu (EPFL & Univ. Geneva)

J. Lizier (CSIRO)

T. Méaki-Marttunen (Tampere Univ. Technol.)
J. Mejias (University of Ottawa)

D. Pinotsis (Univ. College London)

V. Priesemann (Max Planck Institute for Brain Research)
D. Van De Ville (EPFL & Univ. Geneva)

W3  Computations in the cerebellar circuit: advances on the modeling front
Space Nicolas, Wed & Thu, 9:00-17:30
Egidio d’Angelo, University of Pavia, Pavia, Italy
John Porrill, University of Sheffield, Sheffield, UK
Paul Dean, University of Sheffield, Sheffield, UK
Sergio Solinas, University of Pavia, Pavia, Italy
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Investigation of the olivo-cerebellar system has attained a high level of sophistication, leading to
the characterization of several structural and functional properties of neurons, synapses and circuits.
Research has expanded and deepened in so many directions, and so many theories and models have
been proposed, that an ensemble review of the matter is now needed. One major question, here as
well as in the other brain circuits, is how single neuron and synaptic properties combine at the circuit
level and contribute to circuit computations. A powerful tool for gaining insight into circuit functions
is computational modeling. This workshop deals with the state of the art of single neuron and network
models of the cerebellum, in order to stimulate future research. The major aspects that will be covered
in this Workshop are:

e single cell modeling: granular layer, molecular layer, DCN, 10 neurons
e cerebellar network models

e system models, closed-loop models, hybrid models

e robotic control

e theoretical model vs. computational models

e impact of single neuron properties on circuit computation

Invited Speakers:

Guy Billings

Claudia Casellato and Alessandra Pedrocchi: Brain-inspired robotic control: learning in cerebellum-
driven movement tasks through a cerebellar realistic model

Egidio D'Angelo

Erik De Schutter

Jestis Garrido: Millisecond-scale regulation of spike timing by distributed synaptic plasticity at the
cerebellum input stage

John Porrill

Thierry Nieus: Information transmission at the cerebellar granule cell

Eduardo Ros

Christian Rossert

Angus Silver

Sergio Solinas

Volker Steuber: Multiple computational roles of synaptic plasticity in the cerebellum

Patrick Van Der Smagt

Tadashi Yamazaki: Realtime Cerebellum: GPU-accelerated numerical simulation of a cerebellar spiking
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network model in realtime

W4  Methods of information theory in computational neuroscience
Space Curie, Wed & Thu, 9:00-17:30

Alexander G. Dimitrov, Washington State University, Vancouver, WA, USA
Michael Gastpar, EPFL, Lausanne, Switzerland

Conor Houghton, University of Bristol, Bristol, UK
Aurel A. Lazar, Columbia University, New York, NY, USA
Tatyana Sharpee, The Salk Institute, La Jolla, CA, USA
Simon R Schultz, Imperial College, London, UK

Methods originally developed in Information Theory have found wide applicability in computational
neuroscience. Beyond these original methods there is a need to develop novel tools and approaches
that are driven by problems arising in neuroscience. A number of researchers in computational /systems
neuroscience and in information/communication theory are investigating problems of information rep-
resentation and processing. While the goals are often the same, these researchers bring different
perspectives and points of view to a common set of neuroscience problems. Often they participate
in different fora and their interaction is limited. The goal of the workshop is to bring some of these
researchers together to discuss challenges posed by neuroscience and to exchange ideas and present
their latest work. The workshop is targeted towards computational and systems neuroscientists with
interest in methods of information theory as well as information/communication theorists with interest
in neuroscience.

Invited Speakers:

Dmitri B. Chklovskii, HHMI Janelia Farm, Ashburn, VA.

Pier Luigi Dragotti, Imperial College.

J. Leo van Hammen, Technical University of Munich

Lubomir Kostal, Academy of Sciences of the Czech Republic.

Simon Laughlin, Department of Zoology, University of Cambridge.

Aurel A. Lazar, Department of Electrical Engineering, Columbia University.
Jean-Pierre Nadal, Laboratoire de Physique Statistique, CNRS UMR8550, Ecole Normale Supérieure,
Paris.

Alex Pouget, University of Geneva.

Mark van Rossum, University of Edinburgh.

Simon R. Schultz, Department of Bioengineering, Imperial College.

Tatyana O. Sharpee, The Computational Neurobiology Laboratory, Salk Institute.
Lawrence C. Sincich, University of Alabama.

Naftali Tishby, Hebrew University.

Taro Toyoizumi, Riken Brain Sciences Institute.

References
Shannon, A mathematical theory of communication, Bell System Technical Journal, vol. 27, pp. 379-

423 and 623-656, 1948.
D.H. Johnson. Dialogue Concerning Neural Coding and Information Theory. August 2003.
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Milenkovic, O., Alterovitz, G., Battail, G., Coleman, T. P., et al., Eds., Special Issue on Molecular
Biology and Neuroscience, IEEE Transactions on Information Theory, Volume 56, Number 2, February,
2010.

Dimitrov, A.G., Lazar, A.A. and Victor, J.D., Information Theory in Neuroscience, Journal of Compu-
tational Neuroscience, Vol. 30, No. 1, February 2011, pp. 1-5, Special Issue on Methods of Information
Theory.

W5  Neural mechanisms of working memory limits
Space Grignard, Wed & Thu, 9:00-17:30

Albert Compte, IDIBAPS, Barcelona, Spain
Zachary Kilpatrick, University of Houston, Houston, TX, USA

Working memory can store multiple pieces of transitory information during a delay period. Each item
of information can then be used in later neural computations. Electrode recording and fMRI studies
have identified several brain areas that encode working memory with persistent activity or based on
transient neural dynamics. Importantly, the process appears to have some fundamental limits. First,
memory of a single cue degrades in accuracy as a function of the delay time. Second, memory accuracy
of multiple objects is limited by the number of objects present. Several conceptual frameworks have
been proposed to explain the nature of these limitations (slots vs. resource models). Only recently
have the neural mechanisms responsible for working memory limits been explored computationally and
neurophysiologically. This session will bring together experimentalists and theorists to discuss how the
neural activity that serves working memory affects its accuracy and capacity.

Talks:

Ronald van den Berg, University of Cambridge; Variability in visual working memory

Jaejin Lee, University of Pittsburgh

Christian Machens, Champalimaud

Jonathan Wallis, University of California - Berkeley; Prefrontal mechanisms contributing to working
memory

Paul Bays, University College London; Working memory capacity and allocation reflect noise in neural
populations

Vladimir Itskov, Univerisity of Nebraska Associative memory encoding in bump attractor networks:
switching between dual functions on the same network

Sophie Deneve, Ecole Normale Supérieure; What are the real limits of working memory in balanced
spiking networks?

Yuri Dabaghian, Baylor College of Medicine; A topological model of the hippocampal spatial map and
spatial learning capacity

Gianluigi Mongillo, Universite Paris Descartes

Tim Buschman, Princeton University; Neural Dynamics of Working Memory Capacity Limits in Pre-
frontal and Parietal Cortex

Masud Husain, University of Oxford; Forgetting over seconds: attention and the role of the hippocam-
pus

Yoram Burak, Hebrew University of Jerusalem; Fundamental limits on persistent activity in stochastic
attractor networks
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Rita Almeida, Karolinska Institute; A computational and experimental study of the relations between
precision and capacity of visuo-spatial working-memory for several items

Zachary Kilpatrick, University of Houston; Optimizing working memory with heterogeneity of recurrent
cortical excitation

Albert Compte, Institut d'investigacions Biomediques August Pi i Sunyer; Bump attractor dynamics
in prefrontal cortex underlie behavioral precision in spatial working memory

W6  Methods of systems identification for studying information processing in sensory
systems

Space Curie, Wed, 9:00-17:30

Aurel A. Lazar, Columbia University, New York, NY, USA
Mikko I. Juusola, University of Sheffield, Sheffield, UK

A functional characterization of an unknown system typically begins by making observations about
the response of that system to input signals. The knowledge obtained from such observations can
then be used to derive a quantitative model of the system in a process called system identification.
The goal of system identification is to use a given input/output data set to derive a function that
maps an arbitrary system input into an appropriate output.

In neurobiology, system identification has been applied to a variety of sensory systems, ranging from
insects to vertebrates. Depending on the level of abstraction, the identified neural models vary from
detailed mechanistic models to purely phenomenological models.

The workshop will provide a state of the art forum for discussing methods of system identification
applied to the visual, auditory, olfactory and somatosensory systems in insects and vertebrates.

The lack of a deeper understanding of how sensory systems encode stimulus information has hindered
the progress in understanding sensory signal processing in higher brain centers. Evaluations of various
systems identification methods and a comparative analysis across insects and vertebrates may reveal
common neural encoding principles and future research directions.

The workshop is targeted towards systems, computational and theoretical neuroscientists with interest
in the representation and processing of stimuli in sensory systems in insects and vertebrates.

Invited Speakers:

Alex Borst, Max Planck Institute for Neurobiology, Martinsried.

Sonja Gruen, Forschungszentrum Juelich.

Vivek Jayaraman, Janelia Farm, Ashburn, VA.

Mikko I. Juusola, Department of Biomedical Science, University of Sheffield.
Holger G. Krapp, Department of Bioengineering, Imperial College.

Aurel A. Lazar, Department of Electrical Engineering, Columbia University.

Brian D. McCabe, Department of Pathology and Cell Biology, Columbia University.
Karim G. Oweiss, Department of Electrical and Computer Engineering and Department of Neuro-
science, Michigan State University.

Jean-Pierre Rospars, INRA Versailles.

References:
Vasilis Z. Marmarelis (2004). Nonlinear Dynamic Modeling of Physiological Systems. Wiley-IEEE
Press, Hoboken, NJ, 2004.
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Wu, M., David, S., & Gallant, J. (2006). Complete Functional Characterization of Sensory Neurons
by System Identification. Annual Review of Neuroscience, 29, 477-505.
Ljung, L. (2010). Perspectives on System Identification , Annual Reviews in Control, 34 (2010), 1-12.

W7  Early touch: from neural coding to haptic space geometry
Space Curie, Wed, 9:00-17:30

Jonathan Platkiewicz, Université Pierre et Marie Curie, Paris, France

Vincent Hayward, Université Pierre et Marie Curie, Paris, France

Research has produced many results regarding the perceptual capabilities of touch, and indiAcations
regarding its underlying mechanisms, but the computational nature of haptic (active touch) perception
has been considered only recently. Inspired by research programs conAducted in computational vision,
the workshop will focused on questions related to 'early touch’, which can be defined in a broad
sense as 'inverse contact mechanics’. In classical contact mechanics, the problem is to determine
the mechanical deformation of objects in contact. In touch, the nervous system is confronted with
the inverse problem of recovering object attributes from the mechanical deformation induced by the
object. Experts of differAent backgrounds (neurophysiology, psychophysics, biomechanics, robotics,
mathematics) will discuss problems such as the computational functions of skin mechanics and afferent
neurons organization, the neural basis of texture perception, the notion of tactile saliency maps, and
motor-sensory contingencies in haptic exploration.

Speakers:

Ehud Ahissar (Weizmann Institute of Science, Israel).

Angelo Arleo (Université Pierre et Marie Curie, France).

Sliman Bensmaia (University of Chicago, USA).

Vincent Hayward (Université Pierre et Marie Curie, France).

Jan Koenderink (Katholieke Universiteit Leuven, Belgium).

Masashi Nakatani (Columbia University Medical Center, USA / Keio University, Japan).

Tony Prescott (University of Sheffield, UK).

Andrew Pruszynski (University of Umes, Sweden).

Junji Watanabe (NTT Communication Science Laboratories / Tokyo Institute of Technology, Japan).

W8  Dendrite function and wiring: experiments and theory
Space Grignard, Wed, 9:00-17:30

Hermann Cuntz, Goethe University, Frankfurt, Germany

Michiel Remme, Humboldt University, Berlin, Germany

Ben Torben-Nielsen, EPFL, Lausanne, Switzerland

Neuronal dendritic trees are complex structures that endow the cell with powerful computing capabili-
ties and allow for high neural interconnectivity. Studying the function of dendritic structures has a long
tradition in theoretical neuroscience, starting with the pioneering work by Wilfrid Rall in the 1950's.
Recent advances in experimental techniques allow us to study dendrites with a new perspective and in
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greater detail. For example, dendritic function can now be studied in awake, behaving animals. Also,
owing to the precise characterization of neural circuits, the role of the single dendrite can be studied in
the context of its connectivity. The goal of the workshop is to provide a resume of the state-of-the-art
in experimental, computational and mathematical investigations into the functions of dendrites in a
variety of neural systems.

Speakers:

Idan Segev (Hebrew University, Jerusalem) keynote
Matthew Larkum (Charité, Berlin) keynote

Bill Kath (Northwestern University, Evanston)

Yulia Timofeeva (University of Warwick)

Christoph Schmidt-Hieber (University College London)
Henrik Lindén (Royal Institute of Technology (KTH), Stockholm)
Srikanth Ramaswamy (Blue Brain Project, Lausanne)
Hermann Cuntz (Ernst Striingmann Institute, Frankfurt)
Michiel Remme (Humboldt University, Berlin)

Ben Torben-Nielsen (Blue Brain Project, Lausanne)

W9  New developments in decoding the encoding of chemical senses
Space Curie, Wed, 9:00-17:30

Maxim Bazhenov, University of California, Riverside, CA, USA
Mark Stopfer, NIH, Bethesda, MD, USA

Olfactory and gustatory stimuli are vast in number and defy simple description. In contrast to light
or sound, no low dimensional basis suffices to represent chemical stimuli. And yet, the olfactory and
gustatory systems map the complex and high-dimensional world of chemical stimuli into unique and
reproducible ensembles of neuronal activity. This mapping includes multilevel processing and involves
complex strategies for information encoding. Recent developments in the field of chemical senses
lead to a need to revisit existing theories and models of how information about chemical stimuli is
represented in the brain. In this workshop we will discuss new findings that explain how chemical
stimuli are encoded, and how different forms of neural plasticity can optimize sensory representations.
The goal of this workshop is to bring together experimental and computational neuroscientists to
discuss new developments in the well-characterized forms of sensory processing.

Speakers:

Stijn Cassenaer (Caltech)

Brian Smith (Arizona State University) - confirmed

Thomas Nowotny (University of Sussex) - confirmed

Alex Koulakov (CSHL) - confirmed

Jean-Pierre Rospars (INRA)

Mark Stopfer (NIH-NICHD) - confirmed

Maxim Bazhenov (University of California, Riverside) - confirmed
Rainer Friedrich (Friedrich Miescher Institute for Biomedical Research)
Dmitry Rinberg (NYU)
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Nathan Urban (Carnegie Mellon)

W10 New approaches to spike train analysis and neuronal coding
Space Nicolas, Wed, 9:00-17:30

Conor Houghton, University of Bristol, Bristol, UK
Thomas Kreuz, ISC-CNR, Florence, Italy

Spike trains are central to signaling and computation in the brain; they are frequently the data collected
in neuroscientific experiments and recent advances in electrophysiological techniques mean that they
are now being collected across large neuronal populations and for synaptically connected neurons.
As a consequence, describing and analyzing spike trains and quantifying their properties is a common
challenge and one that is important in our efforts to understanding how the brain codes, integrates and
processes information. Nonetheless, spike train analysis remains difficult and even immediate questions
such as the degree to which spike trains carry a temporal or rate code are not only difficult to answer,
they are difficult to ask in an unambiguous way. The purpose of this workshop is to discuss how
different approaches, such as measures of spike train (dis)similarity and methods from information
theory, can be used to define quantitative properties of neuronal signaling. Such properties could be
used to analyze the large quantities of experimental data now available in a way that would help specify
and address questions about neuronal coding and processing. Contributions will include experimental
and theoretical studies, data analysis as well as modeling.

Speakers:

Ralph G. Andrzejak, Barcelona, Spain
Florian Mormann, Bonn, Germany

[l Memming Park, Austin, TX, USA
Friederice Pirschel, Oldenburg, Germany
Jose Principe, Gainesville, FL, USA
Rodrigo Quian Quiroga, Leicester, UK
Jonathan Victor, New York, NY, USA

W11 Metastable dynamics of neural ensembles
Space Grignard, Wed, 9:00-17:30

Gustavo Deco, University Pompeu Fabra, Barcelona, Spain

Emili Balaguer Ballester, Bournemouth University, Bournemouth, UK

Is the traditional view on brain activity dynamics, in which the cognitive flow of information wanders
through multiple stable states driven by task—dependent inputs, still a robust model? This picture has
been recently challenged both empirically and from the modelling perspective. In this workshop we
will address a range of recent complementary views of cortical activity dynamics.

In several contemporary models, intrinsic activity fluctuations drive default transitions between metastable
states shaped by anatomical connectivity, even in the absence of external stimuli. Noise enriches the
dynamical repertoire of deterministic states; creating flexible "ghost" attractors which permit the
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effective processing of task—related cognitive entities. Another proposed metaphor of transient brain
dynamics consisted of successions of metastable saddle states; dynamical objects which are particularly
reliable but form which neural activity eventually switches among them, even without the intervention
of noise.

In this workshop we will have modelling and data analysis contributions which focus on metastable
activity dynamics, analyses of non—stationary neural recordings and transient dynamics during cognitive
processing. The next topics will be discussed:

e Attracting and transient dynamics of neural ensembles

e Non-stationary neural recordings and data analyses

Cortical activity dynamics at resting state

Transient dynamics during perception

Travelling waves in cortex

Cognitive processing dynamics.

Speakers:

Daniel Durstewitz: Choice-specific neural trajectories in a multiple-item working memory task

Pablo Varona: Models and novel experimental tools to address information processing in transient
neural dynamics

Emili Balaguer-Ballester: Can we Identify Latent Non-Stationary Dynamics in Neural Populations?
Ruben Moreno—Bote: Poisson-like spiking and contrast invariant sampling in multi-stable networks
with probabilistic synapses

Marcello Massimini: To be announced

Mavi Sanchez-Vives: Organization of emergent patterns of activity in control and altered cortical
networks

Maurzio Matttia: Multiscale nonlinear dynamics of slow oscillations across cortical surface

Gustavo Deco: The relation between structural and functional connectivity in resting state

W12 Advances in neural mass modeling
Space Curie, Wed, 9:00-17:30
Ingo Bojak, University of Birmingham, Birmingham, UK
Stephan van Gils, University of Twente, Enschede, The Netherlands
Sid Visser, University of Twente, Enschede, The Netherlands

Neural mass and mean-field models describe the behavior of a neural network by considering the
average behavior of large ensembles of neurons. This allows for a comparison with (macroscopic) ex-
perimental measurements such as EEG, fMRI and MEG. Since not all neurons are modeled individually,
a distinct advantage of these lumped models is the reduction in dimensionality of both the parameter
and variable space, which reduces computation time and makes possible the mathematical analysis of
the model’s behavior. Topics of ongoing research are, among others, the inclusion of additional neural
mechanisms such as spike rate adaptation or bursting, investigating the effects of higher order statis-
tics of the neural masses on the dynamics, the formal and/or computational correspondence between
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microscopic and macroscopic models, adapting models for different regions of the brain, describing
pathologies and drug effects, and the development of new analytic tools for these systems.

In this workshop we wish to bring together researchers in the field who are excited to discuss the latest
advances in the construction, analysis and application of neural mass models.

Speakers:
Steven Schiff
John Terry
Viktor Jirsa
Olivier Faugeras
Stephan van Gils
Stefanos Folias
Sid Visser
Nicolas Brunel
Michael Breakspear
Ingo Bojak
Gustavo Deco
Dimitris Pinotsis
David Liley

Axel Hutt

W13 Spike-based computation
Space Nicolas, Thu, 9:00-17:30

Romain Brette, Ecole Normale Supérieure, Paris, France

Sophie Denéve, Ecole Normale Supérieure, Paris, France

According to David Marr, computational systems can be analyzed at three levels: the computational
level (what does the system do?), the algorithmic or representational level (how does it do it?) and
the physical level (how is it physically realized?). Traditionally, in computational neuroscience, the
algorithmic level is described in terms of firing rates, while the physical level is seen as a translation of
these algorithms in terms of spikes. For example, spike trains may be produced as realizations of Poisson
processes with the underlying firing rates. In other words, rate-based approaches postulate that the
algorithmic and physical levels are independent. Spike-based approaches to neural computation have in
common that they question the independence of these levels. Instead, algorithms and representations
are defined at the level of spikes. The goal of this workshop is to present the various flavors of spike-
based computation. It will consist of a series of short presentations covering recent research, with
ample time for discussion. This will be a one-day workshop with a series of short talks and ample time
for discussion.

Speakers:

Romain Brette, Sophie Deneve, Robert Giitig, Olivier Marre, Eugene Izhikevich, Lars Buesing, Walter
Senn, Kenneth Harris
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W14 Modeling general anesthesia: from theory to experiments
Space Curie, Thu, 9:00-17:30

Axel Hutt, INRIA, Nancy, France

The neural dynamics during general anesthesia is far from being understood. One reason for this lack of
understanding is the complex neural interactions on different spatial and temporal scales. For instance,
anesthetic agents act on synaptic receptors essentially evoking a macroscopic change of population
activity, such as Local Field Potentials, EEG/MEG or resulting change of cerebral blood flow, and
inducing the loss of consciousness in patients. The workshop aims to address recent theoretical and
experimental advances in the field and provides a forum for an improved exchange of ideas between
different research groups.

Speakers:

Jamie Sleigh, University of Auckland: An explanation for the variation in trajectories during emergence
from general anaesthesia

Alain Destexhe, CNRS Paris: Excitatory and inhibitory cell activity in human temporal cortex during
wake and sleep states

Anthony Hudetz, Medical College of Wisconsin: Anesthesia shrinks the repertoire of brain states as
estimated from electrophysiological and fMRI data

David Liley, Swinburne University of Technology: Mean field modelling of burst suppression in general
anaesthesia

Axel Hutt, INRIA Nancy: Effect of synaptic and extra-synaptic GABAergic inhibition on neural popu-
lation dynamics

Kristin Sellers, University of North Carolina - Chapel Hill: Anesthesia amplifies visual responses through
cortical disconnectivity and suppression of spontaneous state dynamics

Alistair Steyn-Ross, University of Wakato: Investigation of inhibitory mechanisms in a mean-field
anaesthesia model

UnCheol Lee, University of Michigan: The inhibition of feedback connectivity after anesthetic induced
unconsciousness associates with reconfiguration of brain network hub structure: study with empirical
EEG data and mathematical modeling.

Rosalyn Moran, Virginia Tech Carilion School of Medicine and Research Institute: tba.

Ingo Bojak, University of Reading: HCN1-mediated interactions of ketamine with propofol and the
EEG.

W15 Recent advances in experimental and computational characterization of neural
assemblies

Space Grignard, Thu, 9:00-17:30

Adrien Peyrache, New York University Medical Center, New York, NY, USA
Sami El Boustani, MIT, Cambridge, MA, USA

The functional organization of neuronal activity that gives rise to perception, memory storage and,
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more generally, every cognitive process remains one of the greatest mysteries of neuroscience. It
has been suggested that internal representations, either evoked or recalled, would take the form of a
transient coordination between subsets of neurons, the so-called "cell assembly". Some of the proposed
mechanisms have awaited experimental confirmations for decades until the recent development of
experimental methodologies such as multi-electrode recordings, two-photon imaging or optogenetics.
These techniques offer unprecedented opportunities to monitor and interrogate large neural circuits.
Existing models are constantly challenged by new insights. These include cell type heterogeneity,
the complexity of neuronal oscillations, and the modulation of correlation structures during ongoing
states. This workshop aims at confronting the most recent experimental challenges to computational
models describing the emergence and functional properties of neuronal ensembles as well as opening a
new avenue to theoretical developments unifying our understanding of perception, memory and motor
control.

Speakers:

Brice Bathellier (Institute of Molecular Pathology, Vienna): Prediction of behavioral sound categoriza-
tion by discrete neocortical population dynamics

Yves Fréegnac (CNRS, Gif-sur-Yvette): tha

Aleena Garner (Allen Institute, Seattle): Characterizing cell assemblies in visual cortex

Kenneth Harris (Imperial College, London): Organization of neuronal assemblies in auditory cortex
Rodrigo Quiroga (University of Leicester, Leicester): Concept Cells

German Sumbre (ENS, Paris): Ongoing spontaneous activity dynamics of large neural networks in
zebrafish larvae

Gassper Tkacik (IST Austria, Klosterneuburg): Recent progress in understanding the retinal neural
code

Tim Vogels (EPFL, Lausanne): tba

W16 Computational properties of inhibitory synapses
Space Curie, Thu, 9:00-17:30

Fidel Santamaria, University of Texas San Antonio, San Antonio, TX, USA

Inhibitory synapses not only regulate the propagation of activity throughout the brain, but also are an
important element in the processing of information in single cells. Over the last few years, it has become
evident that inhibitory synapses are not static; rather, their strength depends on short term and long
term ionic changes. Thus, it is important to understand how temporally varying activation of inhibitory
synapses might affect the spread of information throughout the cerebellar cortex. This workshop will
focus on the biophysical properties of inhibitory synapses, their synaptic and ionic plasticity and the
diverse computational contribution to synaptic integration and processing.

Speakers:

Thomas Kuner, Heidelberg: Clomeleon

Peter Jedlicka, Frankfurt: Modeling GABAergic current plasticity Chloride metabolism
Erik De Schutter, Okinawa

Boris Gutkin, Paris

Alain Marty, Paris

Fidel Santamaria, San Antonio: Chloride concentrations across the Purkinje cell dendrite
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Arvind Kumar, Freiburg: Basal ganglia

W17 Functional role of correlations: theory and experiments
Space Curie, Thu, 9:00-17:30

Tatjana Tchumatchenko, Columbia University, New York, NY, USA

Srdan Ostojic, Ecole Normale Supérieure, Paris, France

Understanding neural correlations has been the topic of intense activity in the recent years. While
great progress has been made in unraveling the mechanistic origins of correlations in neural networks,
their role in neural computations and plasticity is still not clear. The purpose of this workshop is to
bring together theorists and experimentalists working on that topic in order to review recent progress
and generate ideas for future work. The program will consist of 30-40 minutes talks and a round table
discussion. There will also be ample time for informal discussions.

Speakers:

Valentin Dragoi (Houston U)
Alex Ecker (Tuebingen)

Michael Graupner (New York U)
llan Lampl (Weizman)

Peter Latham (UCL)

Alex Pouget (Geneva)

Jaime de la Rocha (Barcelona)
Robert Rosenbaum (Pittsburgh)
Stefan Rotter (Freiburg)

W18 Relevance of synaptic plasticity for multistable behaviour in neural systems
Space Grignard, Thu, 9:00-17:30

Alessandro Torcini, Institute of Complex Systems, Florence, Italy

Christian Hauptmann, Research Center Juelich, Juelich, Germany

Fluctuating spontaneous activity has been observed in several areas of the brain. In particular, irregular
oscillations among more synchronized and less synchronized states appear in the hyppocampus during
slow-wave sleep and quiet wakefulness, due to the massive endogenous activation of large neuronal
populations. Furthermore, abnormal synchronization processes characterize several neurological dis-
eases. For instance, under healthy conditions particular neuronal populations located in the thalamus
and the basal ganglia fire in an uncorrelated manner. In contrast, abnormal synchronization of these
neuronal populations causes Parkinsonian resting tremor.

Recent computational studies have revealed that synaptic plasticity is a fundamental ingredient to
ensure multistability in neuronal circuits. In particular, spike timing dependent plasticity (STDP)
appears to play a crucial role in promoting the coexistence of states with different level of synchrony.
These studies can be extremely useful for the understanding of mechanisms of memory consolidation
in the neocortex as well as for the development of new Deep Brain stimulation techniques.
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This workshop aims to provide a forum to discuss the relevance of plasticity for the emergence of
multistable dynamical behaviours in neuronal populations . The main focus of the workshop will be
to understand the relevance of novel numerical findings in the field of computational neuroscience
followed by a frank and open discussion with experimental neuroscientists.

The workshop will be organized in maximum 10/12 presentations of 25 minutes each plus 5 minutes
for questions/discussion. A final session of 30 minutes is planned for an ample discussion. We plan
to leave three/four slots empty in order to allow the participants of CNS*2013 to apply for an oral
presentation at this workshop.

Speakers:

1) Maxim Bashenov (URC, USA)

2) Sylvia Daun-Gruhn (University of Cologne, Cologne, Germany)
3) Rowshanak Hashemiyoon (University of Pittsburgh, USA)

4) Stefano Luccioli (ISC-CNR, Firenze, Italy)

5) Gianluigi Mongillo (Descartes University, CNRS, Paris, France)
6) Oleksandr Popovych (Research Center Juelich. Juelich, Germany)
7) Peter Tass (Research Center Juelich. Juelich, Germany)

W19 Full brain network dynamics - modeling, analyses, experiments
Space Grignard, Thu, 9:00-17:30

Victor Jirsa, Institut de Neurosciences des Systémes INSERM, Marseilles, France
Gustavo Deco, University Pompeu Fabra, Barcelona, Spain

Over the last ten years the information on large scale connectivity composed of the white matter
fibers, called the Connectome, has become widely available and lead to many new investigations
regarding the theory and modelling, as well as analyses and experimentation of full brain networks.
Such brain networks pose novel challenges to theory and computation, since their architecture poses
novel constraints upon neuroinformatics platforms (see for instance thevirtualbrain.org). In particular,
they are characterized by a complex connectivity matrix, time delays via signal propagation along their
many connecting fibers with neural mass models at their network nodes. Even at rest, the full brain
networks do not dwell at equilibrium, but show a rich spontaneous dynamics with intermittent coherent
fluctuations and characteristic spatial patterns. These spatiotemporal dynamics and its associated
cognitive processes are perturbed during brain diseases and disorders such as schizophrenia, autism
and epilepsy. For these reasons the resting state dynamics offers itself as an exciting entry point to the
study of cognition through the investigation of their associated brain processes in full brain networks.
In this workshop we gather researchers and experts in the field discussing the various aspects and
challenges related to full brain network dynamics from diverse perspectives including theory and ex-
periments. Each speaker has been allotted a time slot of 45 minutes (30 minutes presentation and 15
minutes discussion), which allows ample time for discussion.

Speakers:

Randy Mclntosh, Toronto
Petra Ritter, Berlin

Jean Daunizeau, Paris
Viktor Jirsa, Marseille
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Morten Kringelbach, Oxford
Maxime Guye, Marseille
Michael Breakspear, Brisbane
Gustavo Deco, Barcelona

W20 Validating neuro-computational models of neurological and psychiatric disorders
Space Curie, Thu, 9:00-17:30

Basabdatta Sen Bhattacharya, University of Lincoln, Lincoln, UK
Fahmida Chowdhury, NSF, Arlington, VA, USA

Recent years have seen a widespread interest in applying computational models to underpin the
neural correlates in neurological and psychiatric disorders, which is essential for drug discovery, disease
prediction and better diagnostics. Neuro-computational models are abstractions of highly complex
biological circuitry and/or phenomena at a level appropriate to the modeller's target 'problem’. An
essential condition for models simulating real world phenomena to be 'usable’ is to validate them
in order to avoid erroneous understanding and potentially conflicting predictions. In other words, a
model can be deemed useful as a tool to aid the understanding and treatment of disease conditions
only if it is validated with experimental data. Currently, there is a rich repertoire of computational
models, mimicking the functionalities and behaviour of various brain parts. However, the immense
diversity in modelling and validation approaches across the globe makes it difficult to compare results,
even for similar brain functionality. In addition, validation techniques as well as the experimental data
used for validation are not 'homogeneous'. Moreover, being a multidisciplinary field, a structured and
co-ordinated approach to benchmark and/or set standards for validation methods and techniques is
yet to be initiated. The aim of this workshop is to bring together Engineers and Scientists who work
on modelling brain behaviour to discuss

e Potential methods of meaningful validation of neuro-computational models with experimental
data.

e Ways of benchmarking validation of different modelling approaches towards a given goal (e.g.
modelling anomalies in EEG), so that different models may be compared in meaningful ways.

e Potential new collaborations and leverage existing ones to advance the field.

The expected outcome is a report or white paper written by the group (including the speakers and
any interested persons from the audience) to present their findings and a few action items.

Speakers:

Dr. Piotr Suffczynski, Associate Professor, University of Warsaw, Poland

Dr. Romain Brette, Associate Professor, Ecole Normale Superieure, Paris, France

Dr. Claudio Babiloni, Associate Professor, University of Rome "La Sapienza", Rome, Italy
Prof. Ingo Bojak, University of Reading, UK

Dr. Rosalyn Moran, Assistant Professor, Virginia Tech Carilion Research Institute, USA
Dr. Dimitrios Pinotsis, UCL, UK

Dr. Udo Ernst, Institute for Theoretical Physics, University of Bremen, Germany
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Dr. Andre Marreiros, Max Planck Institute of Biological Cybernetics, Tubingen, Germany

W21 Postdoc and student career strategy workshop
Space Curie, Thu, 18:00-20:00

Jorge Mejias, University of Ottawa, Ottawa, Ontario, Canada

The computational neuroscience (CNS) community is both international and interdisciplinary, and
there are many possible roads to success in the field. However, the challenges faced by current or soon-
to-be postdocs are also diverse, and excellent mentorship from primary investigators is an invaluable
resource for the development of future leaders in research or industry. This workshop is intended to
provide postdocs and students in CNS an opportunity to hear about several very successful career
paths and/or strategies from current leaders in the CNS community. The workshop will consist of
testimonial insights from junior faculty having recently transitioned from postdoc status, researchers
working outside of their home countries, researchers working in departments other than their primary
field of training, and senior faculty who have witnessed and steered search committees, reviewing
boards, and indeed the field of computational neuroscience itself through both 'fat’ and 'lean’ funding
periods and through its exciting continued development. Postdocs and students are encouraged to
ask questions of the speakers and participate in discussion of topics of universal interest or specific
concerns. (Our own concerns are often more universal that we realize until we voice them!).

Confirmed Panel Members:

Gary Marsat (West Virginia University, USA)
Daniele Marinazzo (University of Ghent, Belgium)
Astrid Prinz (Emory University, USA)

Walter Senn (University of Bern, Switzerland)
Volker Steuber (University of Hertfordshire, UK)
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P1

P2

P3

P4

P5

Posters

Sunday Posters
Posters P1 — P145

Reduction in inhibitory control is sufficient to generate hyperalgesia in a spiking
model of nociceptive integration in the superficial dorsal horn

Mafalda Sousa'?*, Peter Szucs!?, and Paulo C Aguiar?®3

! Faculdade de Medicina da Universidade Porto, Porto 4200 -319, Portugal
2 Instituto de Biologia Molecular Celular, Porto 4150-180, Portugal
3 Centro de Matematica da Universidade Porto, Porto 4169-007, Portugal

A model for grid cells where spatially correlated place cells compete for the grid
map nodes

Maria Luisa Castro Guedes'?*, Paulo C Aguiar'?

! Departamento de Matematica, Faculdade de Ciéncias da Universidade do Porto, Porto, Portugal
2Centro de Matematica da Universidade do Porto, Porto, Portugal

Conversion from spatial patterns of activity to sequences of neuronal activations
using gate interneurons

Eduardo Conde-Sousa'?*, Paulo C Aguiar!?

LFaculty of Sciences, University of Porto, Porto, Portugal
2 Center for Mathematics of University of Porto, Porto, Portugal

Reorganization of effective network structure with dynamic synapses in cortical
circuit and its possible functions

Yuichi Katori*?*, Kazuhiro Sakamoto®, Hajime Mushiake?, and Kazuyuki Aihara?

LFIRST, Aihara Innovative Mathematical Modelling Project, JST,

2 Institute of Industrial Science, The University of Tokyo,

3 Research Institute of Electrical Communication, Tohoku University,
4 Department of Physiology, Tohoku University School of Medicine.

Oscillatory hierarchy in a network of leaky integrate-and-fire neurons with short-
term plasticity

Timothee Leleu*, Kazuyuki Aihara

Institute of Industrial Science, The University of Tokyo, 4-6-1 Komaba, Meguro-ku, Tokyo 153-8505,
Japan
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Impact of the Konio pathway in the thalamocortical visual system: a modeling
study

Carlos Carvajal'"%3*, Thierry Vieville!, and Frédéric Alexandre!-?

Yinria, Mnemosyne Team, Bordeaux Sud-Ouest Research Center, 33400 Talence, France
2L aBRI, Université de Bordeaux, Institut des Maladies Neurodégénératives, 33000 Bordeaux, France
3 Université de Lorraine, LORIA UMR 7503, 54600 Villers-lés-Nancy, France

Neuronal nonlinearity explains greater visual spatial resolution for dark than for
light stimuli

Jens Kremkow*, Jianzhong Jin, Stanley J Komban, Yushi Wang, Reza Lashgari, Michael
Jansen, Xiaobing Li, Qasim Zaidi, and Jose-Manuel Alonso

Graduate Center for Vision Research, State University of New York College of Optometry, NY, 10036,
USA

Modeling intracellular silent oscillations and rhythmic discharge in olfactory bulb
mitral cells.

Nicolas Fourcaud-Trocme!?*, Virginie Briffaud"?, and Corine Amat!?

YINSERM, U1028; CNRS, UMR5292; Lyon Neuroscience Research Center, 'Olfaction: from coding
to memory’ Team, Lyon, F-69000, France
2University Lyon 1, Villeurbanne, F-69000, France

Optimal pair of hippocampal CA1l phase response curve and spike-timing-
dependent plasticity

Ryota Miyata'?*, Keisuke Ota®, and Toru Aonishit

Vinterdisciplinary Graduate School of Science, Tokyo Institute of Technology, Kanagawa, 226-8502,
Japan

2 Research Fellow of the Japan Society for the Promotion of Science, Tokyo, Japan

3Brain Science Institute, RIKEN, Saitama, 351-0198, Japan

Modulation of a decision-making process by spatiotemporal spike patterns decod-
ing

Laureline Logiaco**, René Quilodran?, Wulfram Gerstner?, Emmanuel Procyk?*, and Angelo
Arleo!

LCNRS — UPMC Univ P6, Laboratory of Neurobiology of Adaptive Processes, UMR 7102, Paris,
75005, France

2Oficina de Educacién Médica, Facultad de Medicina Universidad de Valparaiso, Hontaneda 2653,
Valparaiso, Chile

3School of Computer and Communication Sciences and Brain-Mind Institute, Ecole Polytechnique
Fédérale de Lausanne, 1015 Lausanne EPFL, Switzerland

4INSERM U846, Stem Cell and Brain Research Institute, Bron, France; University of Lyon, University
of Lyonl, 69500, France
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The role of inhibition in the generation of reliable spike sequences
Collins Assisi*

Indian Institute of Science Education and Research, Pune, India, 411007
— Withdrawn —

Abatement of epileptic spike-wave discharges through single pulse stimulation
Peter Taylor'*, Yujiang Wang?, Justin Dauwels!, and Gerold Baier?

1 School of Electrical & Electronic Engineering, Nanyang Technological University. Singapore.
2Manchester Interdisciplinary Biocentre, University of Manchester, UK.
3 Centre for Organismal Studies, University of Heidelberg, Germany.

Computational modelling of micro-seizures and focal seizure onset
Yujiang Wang'*, Peter Taylor?, and Gerold Baier?

Manchester Interdisciplinary Biocentre, 131 Princess Street, Manchester M1 7DN, United Kingdom
2School of Electrical & Electronic Engineering, Nanyang Technological University, Singapore
3BioQuant, Centre of Organism Studies, University of Heidelberg, Germany

Identifying Sources of Non-Stationary Neural Ensemble Dynamics
Emili Balaguer-Ballester!2*, Hamid Bouchachia!, and Christopher C Lapish?

1 School of Engineering and Computing, Bournemouth University, Bournemouth, BH12 58B.
2Bernstein Center for Computational Neuroscience, ZI Mannheim-University of Heidelberg,
Mannheim, J5.

3 Department of Psychology, Indiana University-Purdue University, Indianapolis, Indiana, USA 46202.

Natural scene statistics relate to perceptual salience of second-, third-, and fourth-
order spatial correlations

Ann Hermundstad'*, John Briguglio’, Mary Conte?, Jonathan Victor?, Gasper Tkacik?, and
Vijay Balasubramanian!

! Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, PA 19104, USA
2Weill Cornell Medical College, New York, NY 10065, USA
3 Institute of Science and Technology Austria, Klosterneuburg, Austria

Characterizing brain states with Granger causality

Adam B Barrett'*, Lionel Barnett!, Paul Chorley!, Andrea Pigorini?, Lino Nobili®, Melanie
Boly*, Marie-Aurelie Bruno?, Quentin Noirhomme*, Steven Laureys*, Marcello Massimini?,

and Anil K Seth!

! Sackler Centre for Consciousness Science, Dept. of Informatics, University of Sussex, Brighton, BN1
9IQJ, UK

2Dept. of Clinical Sciences, University of Milan, Milan, 20157, Italy

3 Centre of Epilepsy Surgery 'C. Munari’, Niguarda Hospital, Milan, 20162, Italy

4 Cyclotron Research Centre, Dept. of Neurology, University of Liege, Liege, B30-4031, Belgium
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Combined study of time-series bifurcation and power spectral behaviour of a
thalamo-cortico-thalamic neural mass model

Basabdatta Sen-Bhattacharya*
School of Engineering, University of Lincoln, Lincoln, LN6 7TS, UK

Foundations for an Ontology of Brain areas, circuits and functions
Bénédicte M Batrancourt*

CRICM UPMC/INSERM UMR _S975, Paris, 75013, France

Non-multiplicative attentional modulation patterns in area MT

Markus Helmer®3*, Vladislav Kozyrev®*, Anja Lochte??, Stefan Treue?3, Theo Geisel'?, and
Demian Battaglia'?®

'Max Planck Institute for Dynamics and Self-Organization, Géttingen, Germany

2 Cognitive Neuroscience Laboratory, German Primate Center, Géttingen, Germany
3Bernstein Center for Computational Neuroscience, Géttingen, Germany
4nstitute of Neuroinformatics, Ruhr-University, Bochum, Germany

Developing orientation maps using realistic patterns of lateral connectivity
Philipp Rudiger*, Judith S. Law!, Jan Antolik’?, and James A Bednar!

Yinstitute for Adaptive and Neural Computation, University of Edinburgh, Edinburgh, EH8 9AB, UK
2Unit of Information and Complexity (UNIC), CNRS, Gif-sur-Yvette, 91198, France

An automated simulator-independent workflow for reproducible simulation and
analysis using Lancet and IPython Notebook

Jean-Luc Stevens'*, Marco Elver?, and James A Bednar!

Vinstitute for Adaptive and Neural Computation, University of Edinburgh, EH8 9AB, UK
2 Institute for Computing Systems Architecture, University of Edinburgh, EH8 9AB, UK

A modeling study of cortical waves in primary auditory cortex
David Beeman*

Department of Electrical, Computer, and Energy Engineering, University of Colorado, Boulder, CO
80309, USA

Investigating the interplay between spontaneous and evoked activities in cultured
neuronal networks by dimensional reduction techniques

Thierry Nieus*, Alessandro Maccione, and Luca Berdondini

Istituto Italiano di Tecnologia (1IT), Neuroscience and Brain Technology Department — Genoa, Italy
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Estimating the fraction of falsely detected spikes in high density microelectrode
array recordings based on correlations

Oliver Muthmann!2*, Hayder Amin3, Alessandro Maccione®, Evelyne Sernagor*, Luca Berdon-

dini®, Matthias Hennig?, and Upinder Bhalla?

! National Centre for Biological Sciences, Tata Institute of Fundamental Research, Bangalore, 560065,
India

2 Institute for Adaptive and Neural Computation, University of Edinburgh, Edinburgh, EH8 9AB, UK
3 Department of Neuroscience and Brain Technologies, Istituto Italiano di Tecnologia, Genova, Italy
4Institute of Neuroscience, Newcastle University Medical School, Newcastle upon Tyne, UK

Application of neural mass models to major depressive disorder
Natalia Bielczyk*
Donders Centre for Neuroscience, Radboud University, Nijmegen, 6525AJ, the Netherlands

Intrinsic and network mechanisms involved in balanced firing and striatal syn-
chrony during dopamine depletion

Sriraman Damodaran, Kim Avrama Blackwell*

Molecular Neuroscience Department, The Krasnow Institute for Advanced Study, George Mason
University, Fairfax, VA, 22030 USA

Biologically Plausible Reinforcement Learning of Continuous Actions
Jaldert Rombouts'*, Pieter Roelfsema®?*, and Sander Bohte!

! ife Sciences, Centrum Wiskunde en Informatica (CWI), 1098XG, Amsterdam, The Netherlands
2Department of Vision & Cognition, Netherlands Institute for Neurosciences, an institute of the Royal
Netherlands Academy of Arts and Sciences (KNAW), 1105 BA, Amsterdam, The Netherlands.
3Department of Integrative Neurophysiology, Centre for Neurogenomics and Cognitive Research
(CNCR), VU University, 1081 HV, Amsterdam, The Netherlands

4 Psychiatry Department, Academic Medical Center (AMC), Amsterdam, The Netherlands

Modeling Spatio-temporal Effects of Propofol Using a Neural Field Approach
Manh Nguyen Trong!2?, Thomas Kndsche'*, and Ingo Bojak?*

'Max Planck Institute for Human Cognitive and Brain Sciences, 04103 Leipzig, Germany

2 Institute for Biomedical Engineering & Informatics, llmenau University of Technology, 98693 llmenau,
Germany

3School of Systems Engineering, University of Reading, Whiteknights, Berkshire, RG6 6AY, UK
4School of Psychology (CN-CR), University of Birmingham, Edgbaston, Birmingham, B15 2TT, UK

— Withdrawn —

Influence of Intrinsic and Synaptic Properties on Transmission of Spike Timing
Precision

Heather A Brooks*, Alla Borisyuk
Department of Mathematics, University of Utah, Salt Lake City, UT 84112, USA
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Neural oscillations arising from a linear current with negative conductance

1,2%

Farzan Nadim®2*, Yinzheng Guan!, Jorge Golowasch!?, and Amitabha Bose?

! Department of Biological Sciences, NJIT-Rutgers University, Newark, NJ 07102, USA
2Department of Mathematical Sciences, NJIT, Newark, NJ 07102, USA

Interoperability in the GENESIS 3.0 Software Federation: the NEURON Simulator
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versitat Pompeu Fabra, Barcelona, 08018, Spain

2School of Computer and Communication Sciences and Brain Mind Institute, School of Life Sciences,
Ecole Polytechnique Fédérale de Lausanne, Lausanne, 1015, Switzerland

3Instituto de Fisiologia Celular-Neurociencias, Universidad Nacional Auténoma de Meéxico, México,
04510, Mexico

4nstitucié Catalana de Recerca i Estudis Avancats, Universitat Pompeu Fabra, Barcelona, 08018,
Spain

Sculpting dynamical systems for models of neural computation and memory

Adam Trischler*, Gabriele d'Eleuterio

Institute for Aerospace Studies, University of Toronto, Toronto, Ontario, Canada, M3H 5T6

Functional interpretation of biophysical properties of spiking neurons
Fleur Zeldenrust*, Boris Gutkin, and Sophie Denéve

Group for Neural Theory, Ecole Normale Supérieure, Département d'Etudes Cognitives 29, rue d'Ulm,
75005 Paris, France



P105

P106

P107

P108

P109

P110

Estimating the transfer function of cortical neurons : from simple models to in
vitro experiments

Yann Zerlaut, Charlotte Deleuze, Gilles Ouanounou, Thierry Bal, and Alain Destexhe

Unité de Neurosciences, Information and Complexité, CNRS, Gif-sur-Yvette 91198, France

The electrical properties of extracellular media affect cable properties of neurons
Claude Bedard*, Alain Destexhe
UNIC, CNRS, Gif-sur-Yvette, France

Excitatory and inhibitory contributions to local field potentials in human and
monkey

Bartosz Telenczuk*, Alain Destexhe

Unité de Neurosciences, Information & Complexité, Centre National de la Recherche Scientifique,
91198 Gif-sur-Yvette, France

Shot Noise analysis of subthreshold membrane potential activity in neurons
Marco Paulo Ferreira Brigham*, Alain Destexhe

UNIC, CNRS, Gif-sur-Yvette, 91198, France

Spike timing in rat somatosensory cortex contributes to behavior

Alberto Mazzoni'*, Zuo Yanfang?, Giuseppe Notaro®, Stefano Panzeri’*, and Mathew Dia-
mond?

LCenter for Neuroscience and Cognitive Systems, Istituto Italiano di Tecnologia, Rovereto (TN),
38068 Italy

2Cognitive Neuroscience Sector, International School for Advanced Studies, Trieste, 34136, Italy
3Max Planck Institute for Biological Cybernetics, Tiibingen, 72076, Germany

4Institute of Neuroscience and Psychology, University of Glasgow, Glasgow G12 8QB, United King-
dom

Interactive visualization of brain-scale spiking activity

Christian Nowke!®, Bernd Hentschel'®, Torsten Kuhlen’®, Maximilian Schmidt?°, Sacha J
van Albada?*, Jochen M Eppler?®, Rembrandt Bakker®3%, and Markus Diesmann?*5°

Wirtual Reality Group, RWTH Aachen University, Aachen, Germany

2Institute of Neuroscience and Medicine (INM-6) and Institute for Advanced Simulation (IAS-6),
Jiilich Research Centre, Jiilich, Germany

3Donders Institute for Brain, Cognition and Behavior, Radboud University, Nijmegen, Netherlands
4 Medical Faculty, RWTH Aachen University, Aachen, Germany

> JARA — High-Performance Computing, RWTH Aachen University, Aachen, Germany

119



P111

P112

P113

P114

P115

P116

120

Integrating multi-scale data for a network model of macaque visual cortex
Maximilian Schmidt*, Sacha J van Albada!, Rembrandt Bakker!2, and Markus Diesmann!:3:4

Linstitute of Neuroscience and Medicine (INM-6) and Institute for Advanced Simulation (IAS-6),
Jiilich Research Centre and JARA, Jiilich, Germany

2Donders Institute for Brain, Cognition and Behavior, Radboud University Nijmegen, Netherlands

3 Faculty of Medicine, RWTH Aachen University

4RIKEN Brain Science Institute, Wako-Shi, Japan

Influence of different types of downscaling on a cortical microcircuit model
Sacha J van Albada'*, Sven Schrader?, Moritz Helias!, and Markus Diesmann'3

Linstitute of Neuroscience and Medicine (INM-6) and Institute for Advanced Simulation (IAS-6),
Jiilich Research Centre and JARA, Jiilich, D-52425, Germany

2Kirchhoff Institute for Physics, University of Heidelberg, D-69120, Germany

3 Faculty of Medicine, RWTH Aachen University, D-52062, Germany

Recurrence and external sources differentially shape network correlations
Moritz Helias'*, Tom Tetzlaff!, and Markus Diesmann'?

Linst. of Neuroscience and Medicine (INM-6) and Inst. for Advanced Simulation (IAS-6), Jiilich
Research Centre and JARA, Jiilich, Germany
2Medical Faculty, RWTH Aachen, Aachen, Germany

Behavioral state differentially regulates input sensitivity and firing rates of motor
cortex pyramidal neurons

Paolo Puggionil'®3*, Miha Pelko?, Mark van Rossum?, and lan Duguid?

' Doctoral Training Centre in Neuroinformatics, University of Edinburgh, Edinburgh, UK
2 Centre for Integrative Physiology, University of Edinburgh, Edinburgh, UK
3Institute for Adaptive Neural Computation, University of Edinburgh, Edinburgh, UK

Coarse-graining of the dynamics seen in neural networks
Alona Ben-Tal'*, loannis Kevrekidis?, and Joshua Duley!

Vinstitute of Natural and Mathematical Sciences, Massey University, Auckland, New Zealand
2 Chemical and Biological Engineering & PACM, Princeton University, Princeton, NJ, USA

A Computational Model of Prefrontal Cortex Based on Physiologically Derived
Cellular Parameter Distributions

Joachim Hass*, Loreen Hertaeg, Sebastian Claudio Quiroga Lombard, Tatiana Golovko, and
Daniel Durstewitz

Bernstein-Center for Computational Neuroscience, Central Institute of Mental Health, Medical Faculty
Mannheim, Heidelberg University, Mannheim, 68159, Germany
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Neuronal Coding in the Rodent Prefrontal Cortex
Olga Kornienko!'*, Liya Ma?, James Hyman?, Jeremy K. Seamans?, and Daniel Durstewitz!

! Bernstein Center for Computational Neuroscience, Central Institute of Mental Health, Medical Fac-
ulty Mannheim, Heidelberg University, 68159, Germany

2Brain Research Centre, Psychiatry, Faculty of Medicine, University of British Columbia, Vancouver,
BC, BC V6T 2B5, Canada

Successful prediction of a physiological circuit with known connectivity from spik-
ing activity

Felipe Gerhard'*, Tilman Kispersky?, Gabrielle Gutierrez?, Eve Marder?, Mark Kramer?, and
Uri Eden3

LBrain Mind Institute, Ecole Polytechnique Federale de Lausanne (EPFL), Lausanne, Switzerland
2Biology Department and Volen Center, Brandeis University, Waltham, MA
3Department of Mathematics and Statistics, Boston University, Boston, MA

Hybrid scheme for modeling LFPs from spiking cortical network models

Espen Hagen'*, Maria L Stavrinou!, Henrik Linden?, Tom Tetzlaff®>, Sacha J van Albada?,
David Dahmen®, Markus Diesmann?®, Sonja Gruen?, and Gaute T Einevoll

' Dept. of Mathematical Sciences and Technology, Norwegian University of Life Sciences, Aas, 1432,
Norway

2Dept. of Computational Biology, Royal Institute of Technology (KTH), Stockholm 10044, Sweden
3Inst. of Neuroscience and Medicine (INM-6) and Inst. for Advanced Simulation (IAS-6), Jiilich
Research Center and JARA, 52425 Jiilich, Germany

Modeling Extracellular Potentials in Microelectrode Array Recordings

Torbjgrn B Ness'*, Espen Hagen!, Moritz Negwer?, Rembrandt Bakker®*, Dirk Schubert?,
and Gaute T Einevoll!

1 Dept. of Mathematical Sciences and Technology, Norwegian University of Life Sciences, As, Norway
2Dept. of Cognitive Neuroscience, Donders Inst. for Brain, Cognition & Behaviour, Radboud Univer-
sity Medical Centre Nijmegen, The Netherlands

3Dept. of Neuroinformatics, Donders Inst. for Brain, Cognition & Behaviour, Radboud University
Nijmegen, The Netherlands

4 Jiilich Research Institute, Germany

Dynamics and lifetime of persistent activity states in random networks of spiking
neurons with strong synapses

Birgit Kriener'*, Hakon Enger!, Tom Tetzlaff?, Hans Ekkehard Plesser!, Marc-Oliver
Gewaltig?®, and Gaute T Einevoll!

1 Department of Mathematical Sciences and Technology, Norwegian University of Life Science, As,
Norway

2inst. of Neuroscience and Medicine (INM-6) and Inst. for Advanced Simulation (IAS-6), Jiilich
Research Centre and JARA, Jiilich, Germany

3Blue Brain Project, Ecole Polytechnique Fédérale de Lausanne, Lausanne, Switzerland
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Electrodiffusive model for neuronal and astrocytic ion concentration dynamics
Geir Halnes*, Ivar @stby, Klas Pettersen, Stig W Ombholt, and Gaute T Einevoll

Dept. of Mathematical Sciences and Technology, Norwegian University of Life Sciences, As, 1432,
Norway

How pattern formation in ring networks of excitatory and inhibitory spiking neu-
rons depends on the input current regime

Birgit Kriener'*, Moritz Helias?, Stefan Rotter*®, Markus Diesmann??, and Gaute T Einevoll!

1 Department of Mathematical Sciences and Technology, Norwegian University of Life Science, As,
Norway

2Inst. of Neuroscience and Medicine (INM-6) and Inst. for Advanced Simulation (IAS-6), Jiilich
Research Centre and JARA, Jiilich, Germany

3Medical Faculty, RWTH Aachen, Aachen, Germany

4Faculty of Biology, University of Freiburg, Freiburg, Germany

®Bernstein Center Freiburg, Freiburg, Germany

Dynamics of neural systems in epilepsy
Kenza El Houssaini*, Viktor Jirsa

UMR 1106 INSERM Institute of Systems Neuroscience, Aix-Marseille University, faculty of Medicine
La Timone, Marseille, 13005, France

Interlaminar processing in auditory cortex before and after auditory trauma: spon-
taneous and evoked responses of independent sources

Erin Munro'*, Shuzo Sakata?, and Taro Toyoizumi!

L1 ab. for Neural Computation and Adaptation, RIKEN Brain Science Institute, Wakoshi, Saitama
351-0198, Japan

2Strathclyde Institute of Pharmacy and Biomedical Sciences, University of Strathclyde, Glasgow, G4
ORE, UK

Phase transitions in cortical dynamics explain improved information processing
under attention

Nergis Témen, Udo A Ernst*

Institute for Theoretical Physics, University of Bremen, 28359 Bremen, Germany

Sparse somatosensory coding: towards explaining and predicting the response
properties of rodent afferent pathway neurons

Mathew Evans*

Psychology Department, University of Sheffield, UK
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Likelihood representation in the owl’s sound localization system
Fanny Cazettes'*, Brian J Fischer?, and José L Pefial

L Department of Neuroscience, Albert Einstein College of Medicine, Bronx, New York, 10461, USA
2Department of Mathematics, Seattle University, Seattle, Washington, 98122, USA

Neural computation with efficient population codes
Brian J Fischer*

Department of Mathematics, Seattle University, Seattle, WA 92200, USA

A novel recovery algorithm of time encoded signals
Dorian Florescu*, Daniel Coca

Department of Automatic Control and Systems Engineering, University of Shetfhield, Sheffield, South
Yorkshire, S1 3JD, UK

Automated, in-vivo, whole-cell electrophysiology using an integrated patch-clamp
amplifier

llya Kolb'*, Gregory Holst?, Brian Goldstein?, Suhasa Kodandaramaiah*, Edward Boyden*?,
Eugenio Culurciello®, and Craig Forest?

Y Wallace H. Coulter Department of Biomedical Engineering, Georgia Institute of Technology, Atlanta
GA, 30332 USA

2George W. Woodruff School of Mechanical Engineering, Georgia Institute of Technology, Atlanta
GA, 30332 USA

3 Department of Electrical Engineering, Yale University, New Haven, CT 06520 USA

4Media Lab, Massachusetts Institute of Technology, Cambridge MA, 02139 USA

®McGovern Institute, Massachusetts Institute of Technology, Cambridge MA, 02139 USA

SWeldon School of Biomedical Engineering, Purdue University, West Lafayette, IN 47907 USA

Predicting the firing phase of an oscillatory neuron from its impedance profile
Farzan Nadim®2?*, Horacio G. Rotstein?, and David Fox!

! Department of Biological Sciences, NJIT-Rutgers University, Newark, NJ 07102, USA
2Department of Mathematical Sciences, NJIT, Newark, NJ 07102, USA

Active inference, eye movements and oculomotor delays
Laurent Perrinet!?*, Rick Adams!, and Karl Friston®

1 The Wellcome Trust Centre for Neuroimaging, University College London, Queen Square, London
WCIN 3BG
2 Institut de Neurosciences de la Timone, CNRS — Aix-Marseille Université, Marseille, France

Inhibitory STDP improves temporal processing in disynaptic circuits
Florence Kleberg!*, Matthieu Gilson?, and Tomoki Fukai'

L'RIKEN BSI, Wakoshi, Saitama, 351-0109, Japan
2 Universitat Pompeu Fabra, Barcelona, E-08018, Spain
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Pattern separation by neuronal turnover in a feed-forward network
Anthony Decostanzo*, Tomoki Fukai

Brain Science Institute, RIKEN, Wakoshi, Saitama, Japan

Scalability properties of multimodular networks with dynamic gating
Daniel Marti*»2*, Omri Barak!?, Mattia Rigotti'#, and Stefano Fusi!

L Center for Theoretical Neuroscience, Columbia University, New York, NY 10032, USA
2Group for Neural Theory, Ecole Normale Supérieure, Paris 75005, France

3 Technion, Israel Institute of Technology, Haifa, Israel
4 Center for Neural Science, New York University, New York, NY 10003, USA

Goal conditioning throw mutimodal categorisation in a simulation of rat navigation
Souheil Hanoune!'*, Mathias Quoy'2, and Philippe Gaussier'?

YUniversity of Cergy Pontoise, France
2ETIS Laboratory, UMR 8051, ENSEA - University of Cergy-Pontoise, CNRS, France

Synaptic boutons sizes are tuned to best fit their physiological performances

Markus M Knodel'?*, Dan Bucher®3#*, Romina Geiger®, Lihao Ge?, Alfio Grillo'®, Gabriel
Wittum!2, Christoph M. Schuster®?, and Gillian Queisser’?

L Goethe Center for Scientific Computing, Frankfurt University, Germany
2Bernstein Group for Computational Neuroscience, Heidelberg University, Germany
3 Interdisciplinary Institute for Neuroscience, Heidelberg University, Germany
4EMBL Heidelberg, Germany

®Dept. of Mathematical Sciences, Polythecnic of Turin, Italy

Network reconstruction from calcium imaging data of spontaneously bursting neu-
ronal activity

Olav Stetter!?*, Javier G Orlandi®, Jordi Soriano®, Demian Battaglia'?, and Theo Geisel'?

' Max Planck Institute for Dynamics and Self-Organization, Géttingen, 37073, Germany
2Bernstein Center for Computational Neuroscience, Géttingen, 37073, Germany
3 Universitat de Barcelona, Spain

Synaptic synergies and their role in integrating distinct synaptic pathways
Willem Wybo, Benjamin Torben-Nielsen*, and Marc-Oliver Gewaltig

Blue Brain Project, Brain Mind Institute, EPFL, Lausanne, Switzerland
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Visually guided behavior in freely moving mice

Balaji Sriram'*, Alberto Cruz-Martin!, Laura Denardo!?, Mohit Patel!, Euiseok Kim?, and
Anirvan Ghosh!*

' Division of Biology, University of California, San Diego, La Jolla, USA
2Department of Biology, Stanford University, Stanford, USA
3SNL-C, Salk Institute for Biological Sciences, La Jolla, USA
4CNS Discovery, F. Hoffmann La Roche, Basel, Switzerland

Optimal spike pattern v.s. noise separation by neurons equipped with STDP
Timothée Masquelier'*, Matthieu Gilson?

L aboratory of Neurobiology of Adaptive Process, UMR 7102, CNRS — University Pierre et Marie
Curie, Paris, France
2Unit for Brain and Cognition, DTIC, University Pompeu Fabra, Barcelona, Spain

Learning a sequence of motor responses to attain reward: a speed-accuracy trade-
off

Ignasi Cos'?, Pavel Rueda-Orozco?®, David Robbe?, and Benoit Girard!:?*

YISIR, Université Pierre et Marie Curie, Paris, 75005, France.
2UMR-7222, CNRS, Paris, 75005, France.
3Institut de Neurobiologie de la Méditerranée (INMED), INSERM, Marseille, 13273, France.

Which Temporal Difference Learning algorithm best reproduces dopamine activity
in a multi-choice task?

Jean Bellot!?*, Mehdi Khamassi'2, Olivier Sigaud!?, and Benoit Girard!+

YUniversité Pierre et Marie Curie, Institut des Systemes Intelligents et de Robotique, Paris,France
2 Centre National de la Recherche Scientifique, UMR 7222, Paris, France

Biomimetic stochastic race model in the subcortical saccadic selection processes:
a model of the tecto-basal loops

Charles Thurat!, Steve N'guyen?, and Benoit Girard'*

LISIR, CNRS-UPMC, Pierre et Marie Curie university, Paris, France
21 PPA, CNRS-Collége de France, Paris, France
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Monday Posters
Posters P146 — P290

A Computational Model of the Basal Ganglia Dual Pathways Organization
Jean Lienard"?*, Benoit Girard?

! Department of Mathematics and Science Programs, Washington State University, VVancouver, WA
98686, USA

2Institut des Systémes Intelligents et de Robotique, Pierre and Marie Curie University — Centre
National de la Recherche Scientifique, UMR 7222, 75005 Paris, France

Functional Role and Implications of Population Heterogeneity on Vestibular Oc-
ular Reflex Response Fidelity

James Mcguinness, Bruce Graham*

Computing Science and Mathematics, School of Natural Sciences, University of Stirling, Stirling, FK9
4LA, United Kingdom.

Onset-inhibition in the auditory brainstem: A potential mechanism for signal en-
hancement of speech-like sounds

Martin Spencer’23* David Nayagam®®, Janine Clarey*, Hamish Meffin>%3, Anthony N

Burkitt®34, and David B Grayden®?3+

I NeuroEngineering Laboratory, Dept of Electrical & Electronic Engineering, University of Melbourne
VIC 3010, Australia

2National ICT Australia, ¢/- University of Melbourne VIC 3010, Australia

3 Centre for Neural Engineering, University of Melbourne, VIC 3010, Australia

4Bionics Institute, East Melbourne VIC 3002, Australia

®Dept. of Pathology, University of Melbourne VIC 3010, Australia

Pattern formation in a mean field model of electrocortical activity
Lennaert van Veen*, Kevin Green

Faculty of Science, University of Ontario Institute of Technology, Oshawa, Ontario L1H 7K4, Canada

Relating excess spike synchrony to LFP-locked firing rates modulations

Michael Denker'*, Alexa Riehle??, Markus Diesmann!, and Sonja Gruen®34

Linstitute of Neuroscience and Medicine (INM-6) and Institute for Advanced Simulation (IAS-6),
Jiilich Research Centre and JARA, Jiilich, Germany

2 Institut de Neurosciences de la Timone (INT), CNRS-Aix-Marseille University, Marseille, France
3RIKEN Brain Science Institute, Wako City, Japan

4 Theoretical Systems Neurobiology, RWTH Aachen University, Germany
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Estimation of neural voltage traces and associated variables in uncertain models

Pau Closas'*, Antoni Guillamon?

L Communications Subsystems Area, Centre Tecnologic de Telecomunicacions de Catalunya (CTTC),
Av. Carl Friedrich Gauss 7, 08860 Castelldefels, Barcelona (Catalonia, Spain)

2Departament de Matematica Aplicada I, Universitat Politécnica de Catalunya (UPC), Carrer Doctor
Marafion 44-50, 08028 Barcelona (Catalonia, Spain)

The Smale Horseshoe Structure in the Firing Rate Model
Dennis Guang Yang, Yixin Guo*
Department of Mathematics, Drexel University, Philadelphia, PA 19104, USA

Decision-making out of neural events: from discrimination information to psycho-
metric power laws

Javier Caballero*, Nathan Lepora, and Kevin Gurney

Department of Psychology, The University of Sheffield, Sheffield, S10 2TN, UK

Multi-scale modelling with spikes and rate codes: a demonstration in a model of
the basal ganglia

1,2

Alexander Blenkinsop!?*, Kevin Gurney?

! Department of Automatic Control & Systems Engineering, University of Sheffield, South Yorkshire,
S13JD, UK
2 Department of Psychology, University of Sheffield, South Yorkshire, S10 2TP, UK

Modulation of dopamine release by alpha7-type nicotinic acetylcholine receptors

Reinoud Maex!*, Vladimir Grinevich?, Evgeny Budygin®, Merouane Bencherif*, and Boris
Gutkin?

! Department of Cognitive Sciences, Ecole Normale Supérieure, Paris 75005, France

2PET Center, Wake Forest Baptist Medical Center, Winston-Salem, NC 27157, USA

3 Department of Neurobiology & Anatomy, Wake Forest Baptist Medical Center, Winston-Salem, NC
27157, USA

4 Targacept Inc., Winston-Salem, NC 27101, USA

DAergic Neuronal Dynamics: intrinsic properties, receptor dynamics, and network
effects

Andrew Oster'*, Boris Gutkin?3

I Department of Mathematics, Case Western Reserve University, Cleveland, OH 44016, USA
2Group for Neural Theory, Ecole Normale Supérieure, Paris, 75005, France
3 Centre National de la Recherche Scientifique, Paris, France

Dynamic analysis of recurrent phase patterns in spontaneous human EEG
Won Sup Kim, Seung Kee Han*
Department of Physics, Chungbuk National University, Cheongju, Chungbuk 361-763, Korea
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A Novel 3D Visualization Tool for Large-Scale Neural Networks

Alexander Jones, Justin Cardoza, Denver Liu, Laurence Jayet Bray*, Sergiu Dascalu, Sushil
Louis, and Frederick C Harris

Department of Computer Science & Engineering, University of Nevada, Reno, Nevada 89557, USA

Supervised learning in spiking neurons
Charlotte Le Mouel'**, Pierre Yger!, and Kenneth D Harris!

Linstitute of Neurology, Departement of Neuroscience, Physiology and Pharmacology, University Col-
lege London
2Ecole Normale Superieure, Paris

Semi-automatic spike sorting with high-count channel probes
Cyrille Rossant*, Kenneth D Harris
Institute of Neurology, University College London, UK

An asymmetric model of the spinal locomotor central pattern generator: insights
from afferent stimulations

Shelby Dietz'*, Natalia Shevtsova?, llya Rybak?, and Ronald Harris-Warrick!

! Department of Neurobiology and Behavior, Cornell University, Ithaca, NY
2 Department of Neurobiology and Anatomy, Drexel University College of Medicine, Philadelphia, PA

Ideal-observer models of perceptual contrast enhancement
Jonathan Platkiewicz!'*, Hannah Michalska?, and Vincent Hayward*

Uinstitut des Systémes Intelligents et de Robotique, UPMC Univ Paris 06, Paris, France

2Department of Electrical and Computer Engineering, McGill University, Montreal, Quebec, Canada
H3A 2A7
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From laptops to supercomputers: A single highly scalable code base for spiking
neuronal network simulations

Susanne Kunkel?3* Maximilian Schmidt?, Jochen M Eppler?, Hans Ekkehard Plesser*, Jun
Igarashi®, Gen Masumoto®, Tomoki Fukai®, Shin Ishii”, Abigail Morrison'>38, Markus Dies-
mann®?39 and Moritz Helias?*®

L Simulation Laboratory Neuroscience — Bernstein Facility Simulation and Database Technology, In-
stitute for Advanced Simulation, Jiilich Aachen Research Alliance, Jiilich Research Centre, Germany
2Institute of Neuroscience and Medicine (INM-6) and Institute for Advanced Simulation (IAS-6),
Jiilich Research Centre and JARA, Germany

3Bernstein Center Freiburg, Albert-Ludwig University of Freiburg, Germany

4 Department of Mathematical Sciences and Technology, Norwegian University of Life Sciences, Aas,
Norway

®Laboratory for Neural Circuit Theory, RIKEN Brain Science Institute, Wako, Japan

S High-Performance Computing Team, RIKEN Computational Science Research Program, Kobe, Japan
"Integrated Systems Biology Laboratory, Department of Systems Science, Graduate School of Infor-
matics, Kyoto University, Japan

8 Institute of Cognitive Neuroscience, Faculty of Psychology, Ruhr-University Bochum, Germany
9Medical Faculty, RWTH University, Aachen, Germany

Noise decouples covariances from interaction strength
Dmytro Grytskyy'*, Tom Tetzlaff', Markus Diesmann®2?, and Moritz Helias!

Linst. of Neuroscience and Medicine (INM-6) and Inst. for Advanced Simulation (IAS-6), Jiilich
Research Centre and JARA, Jiilich, Germany
2Medical Faculty, RWTH Aachen, Aachen, Germany

Impact of inhibition in striatal decorrelation of cortical neuronal avalanches

1,2% 1,3

Jovana J Belic’?*, Andreas Klaus®*, Dietmar Plenz*, and Jeanette Hellgren-Kotaleski

! Computational Biology, Royal Institute of Technology (KTH), Stockholm, 10691, Sweden
2Bernstein Center Freiburg, University of Freiburg, Freiburg, 79104, Germany

3Department of Neuroscience, Karolinska Institutet (Kl), Stockholm, 17177, Sweden

4 Section of Critical Brain Dynamics, National Institute of Mental Health (NIH), Bethesda, USA

Homeostasis in large networks of neurons through the Ising model — do higher
order interactions matter?

Dagmara Panas'*, Alessandro Maccione?, Luca Berdondini?, and Matthias Hennig'

Yinstitute for Adaptive and Neural Computation, The University of Edinburgh, Edinburgh, EH8 9AB,
UK

2 Department of Neuroscience and Brain Technologies, Italian Institute of Technology, 16163 Genova,
Italy
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Modelling homeostatic control of high-frequency post-synaptic transmission and
its effect on metabolic efficiency in the auditory brainstem

Yann Sweeney!?*, Jeanette Hellgren-Kotaleski?, and Matthias Hennig!

YANC, School of Informatics, University of Edinburgh, UK
2Department of Computational Biology, KTH, Stockholm, Sweden

Self-organized criticality in structured neural networks

Maximilian Uhligh2, Anna Levina®?, Theo Geisel*2, and J. Michael Herrmann!**

1 Bernstein Center for Computational Neuroscience Géttingen, 37077, Germany

2MPI for Dynamics and Self-Organization, Am Falberg 17, 37077 Géttingen, Germany
3 Max-Planck-Institute for Mathematics in the Sciences, Leipzig, 04103, Germany
4University of Edinburgh, IPAB, School of Informatics, Edinburgh EH8 9AB, U.K.

Multi-unit response correlations along the tonotopic gradient and within isofre-
quency laminae of the inferior colliculus

Dominika Lyzwa'*, J. Michael Herrmann?

'Dept. of Nonlinear Dynamics, Max Planck Inst. for Dynamics and Self-Organization, Géttingen,
37077, Germany
2 nstitute of Perception, Action and Behaviour, University of Edinburgh, Edinburgh, EH 8 9AB,
United Kingdom

A potential role for the cerebellar nuclei in absence seizures

Parimala Alva'*, Lieke Kros?, Reinoud Maex?, Chris De Zeeuw?, Rod Adams!, Neil Davey!,
Volker Steuber!, and Freek Hoebeek?

1 Science and Technology Research Institute, University of Hertfordshire, Hatfield AL10 9AB, UK
2Department of Neuroscience, Erasmus Medical Center, Rotterdam, The Netherlands
3Department of Cognitive Sciences, Ecole Normale Supérieure, Paris 75005, France

Modeling brain functional connectivity at rest
Vesna Vuksanovic?*, Philipp Hoevel'»?

Yinstitute for Theoretical Physics, Technical University, Hardenbergstr. 36, 10623 Berlin, Germany
2Bernstein Center for Computational Neuroscience, Humboldt University, Philippstr. 13, 10115 Berlin,
Germany

A unifying perspective on neuromodulatory effects on signal transmission and
plasticity in D1-dominant MSN neurons.

Simon M Vogt!?*, Ulrich G. Hofmann'!

LAG Neuroelectronic Systems, University Clinic Freiburg, 79108 Freiburg, Germany
2 Institute for Signal Processing, University of Liibeck, 23562 Liibeck, Germany
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Single cell neuro-sensory dynamics: Ca2+ chemoreceptor-guided sea urchin sperm
motility

J Nathan Kutz'*, Lisa Burton?, Yasmeen Hussain?, Jeff Riffell®, Jeffrey Guasto*, Roman
Stocker?, and Anette Hosoi?

! Department of Applied Mathematics, University of Washington, Seattle, WA, 98195 USA
2Department of Mechanical Engineering, Massachusetts Institute of Technology, Cambridge, MA,
02139 USA

3Department of Biology, University of Washington, Seattle, WA, 98195 USA

4 Civil and Environmental Engineering, Massachusetts Institute of Technology, Cambridge, MA, 02139
USA

Modelling cerebellar Purkinje cells with simple neuron models of the threshold
type

Eoin Lynch!2*

, Conor Houghton?

1School of Mathematics, Trinity College Dublin, Dublin, Ireland
2Department of Computer Science, University of Bristol, Bristol, United Kingdom

Non-linear dependency between spiking response and gamma-band power of local
field potentials in the human auditory cortex

Hiroyuki Oya*, Kirill V. Nourski, Ariane E. Rhone, Hiroto Kawasaki, and Matthew A. Howard
lii

Department of Neurosurgery, University of lowa, lowa City, IA, 52242, USA

Gain control network conditions: the role of the inhibition
Eduardo Serrano'*, Thomas Nowotny?, Rafael Levi®, Brian Smith*, and Ramon Huerta®

LGNB, Department of Computer Science, Universidad Auténoma de Madrid, Madrid, Spain
2CCNR, Informatics, University of Sussex, Brighton, UK

3 Department of Neurobiology and Behavior, University of California, Irvine, CA, USA
4School of Life Sciences, Arizona State University, Tempe, AZ, USA

5BioCircuits Institute, University of California San Diego, La Jolla, CA, USA

A thalamo-cortical model to explain EEG during anaesthesia
Meysam Hashemi*, Axel Hutt
INRIA CR Nancy - Grand Est, 54600 Villers-les-Nancy Cedex, France

Effects of tonic inhibition on a cortical neuronal population: implications for gen-
eral anesthesia under propofol

Laure Buhry*, Axel Hutt
NEURQOSYS team, INRIA Nancy — Grand Est, Villers-lés-Nancy, 54600, France

131



P179

P180

P181

P182

P183

P184

P185

132
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Yi Wei, Alexei Koulakov*
Cold Spring Harbor Laboratory, Cold Spring Harbor, NY, 11724, USA

Information gain on variable neuronal firing rate
Shinsuke Koyama*

The Institute of Statistical Mathematics, Tokyo 190-8562, JAPAN

Removing bleaching artifacts from voltage sensitive dye recordings with ICA
Elham Fathiazar, Gerrit Hilgen, and Jutta Kretzberg*

Computational Neuroscience, University of Oldenburg, Oldenburg, 26111, Germany

Change Point Detection for Neuronal Data with CUSUM and Classification Meth-
ods

Lena Koepcke*, Jutta Kretzberg
AG Computational Neuroscience, University of Oldenburg, 26111 Oldenburg, Germany

Coding of touch properties by three types of mechanosensory cells of the leech
hirudo medicinalis

Friederice Pirschel*, Jutta Kretzberg
Computational Neuroscience, University of Oldenburg, D-26111 Oldenburg, Germany

SPIKY: A graphical user interface for monitoring spike train synchrony
Nebojsa Bozanic*, Thomas Kreuz

Institute for Complex Systems, CNR, Sesto Fiorentino, Italy

Synfire chains and gamma oscillations: two complementary modes of information
transmission in cortical networks

Gerald Hahn!, Alejandro F Bujan?*, Yves Fregnac!, Ad Aertsen?, and Arvind Kumar?

LUnité de Neuroscience, Information et Complexité (U.N.I.C), CNRS, Gif sur Yvette, UPR 3293,
France

2Bernstein Center Freiburg, Neurobiology & Biophysics, Faculty of Biology, University of Freiburg,
Freiburg im Breisgau, 79014, Germany

Effect of single neuron firing patterns on network dynamics
Ajith Padmanabhan!?*, loannis Vlachos!?, Ad Aertsen'?, and Arvind Kumar!-

! Neurobiology & Biophysics, Faculty of Biology, University of Freiburg, Freiburg, Germany.
2Bernstein Center Freiburg, Freiburg, Germany.



P228

P229

P230

P231

P232

P233

P234

Controlling the Go / No-Go decision threshold in the Striatum
Jyotika Bahuguna'?*, Ad Aertsen'?, and Arvind Kumar!?

! Bernstein Center Freiburg, University of Freiburg, Germany, 79104
2 Neurobiology and Biophysics, Faculty of Biology, University of Freiburg, Germany, 79104
3 Computational Biology, School of Computer Science and Communication, KTH-Stockholm, 10044

Investigating dynamical properties of the Caenorhabditis elegans connectome
through full-network simulations

James Kunert'*, Eli Shlizerman?, and J Nathan Kutz?

LPhysics, University of Washington, Seattle, WA 98195, USA
2 Applied Mathematics, University of Washington, Seattle, WA 98195, USA

A reaction-diffusion model of cholinergic retinal waves and self-organized critical-
ity

Benjamin Lansdell*, J Nathan Kutz

Department of Applied Mathematics, University of Washington, Seattle, WA 98195, USA

Axonal injuries and consequences to neuronal computation
Pedro Maia*, J Nathan Kutz
Department of Applied Mathematics, University of Washington, Seattle, WA, 98105, USA

Towards a dynamic clamp for neuro-chemical modalities

Alexander Dimitrov*, Wei Xue?, Jie Xu?, Catalina Rivera!, Gan Yu?, Jiheng Zhao?, and
Hyuck-Jin Kwon?

! Departments of Mathematics and
2Mechanical Engineering, Washington State University, Vancouver, WA 98686

Investigation Of Human Semantic Memory Organization By Hopfield Model: A
Consideration From External Data Structure and Intrinsic Memory Organization

Shin Asakawa'*, Ikuko Kyoya?

1 Tokyo Woman's Christian University, Zempukuji 2, 6, 1, Suginami, 1678585 Tokyo, JAPAN
2Ritsumeikan University, JitohinKitamachi, 56, 1, Kita, 6038577 Kyoto, JAPAN

Periodically stimulated piecewise linear adaptive exponential integrate-andfire
neuron

Liejune Shiau'*, Carlo Laing?

! Department of Mathematics, University of Houston, Clear Lake, Houston, Texas, USA
2 Institute of Information and Mathematical Sciences, Massey University, Auckland, New Zealand

139



P235

P236

P237

P238

P239

140

Latency of inhibitory response
Marie Levakova!, Petr Lansky?*

' Department of Mathematics and Statistics, Faculty of Science, Masaryk University, 611 37 Brno,
Czech Republic
2 Institute of Physiology, Academy of Sciences of the Czech Republic, 14220 Prague 4, Czech Republic

Probabilistic Computation Underlying Sequence Learning in a Spiking Attractor
Memory Network

Philip Tully*?4* Henrik Linden'3, Matthias Hennig*, and Anders Lansner!:?

! Department of Computational Biology, Royal Institute of Technology (KTH), S-10044, Stockholm,
Sweden

2Department of Numerical Analysis and Computing Science, Stockholm University, S-10044, Stock-
holm, Sweden

3Stockholm Brain Institute, Karolinska Institutet, 171 77, Stockholm, Sweden

4Institute for Adaptive and Neural Computation, University of Edinburgh, EH8 9AB, Edinburgh,
United Kingdom

Neuronal avalanches change from wakefulness to deep sleep — a study of intracra-
nial depth recordings in humans

Viola Priesemann®?*, Mario Valderrama®, Michael Wibral*, and Michel Le Van Quyen®

'Max Planck Institute for Brain Research, Frankfurt, 60486, Germany
2 Frankfurt Institute for Advanced Studies, Frankfurt, 60438, Germany
3 University of Los Andes, Bogota, Colombia

4Goethe University, MEG Unit, Frankfurt, 60325, Germany

S Hépital de la Pitié-Salpétriére, Paris, 75013, France

Towards a computational model of learning and social interactions of mice in
IntelliCage

Jakub Kowalski!, Anna Kiryk?, Leszek Kaczmarek®, Daniel K Wojcik!, and Szymon Leski'*

! Department of Neurophysiology, Nencki Institute of Experimental Biology, Warsaw, 02-093, Poland
2 Neurobiology Center, Nencki Institute of Experimental Biology, Warsaw, 02-093, Poland

3 Department of Molecular and Cellular Neurobiology, Nencki Institute of Experimental Biology, War-
saw, 02-093, Poland

Interspike intervals under the constraint of linear synaptic integration and back-
ground synaptic activity

|1*

Danielle Morel**, William Levy?

! Department of Physics, Stetson University, DelLand, FL 32723, USA
2Departments of Neurosurgery and of Psychology, University of Virginia, Charlottesville, VA 22908,
USA



P240

P241

P242

P243

P244

P245

P246

Where are the most informative neurons?
Ching-Ling Teng!*, William Levy?

L. Departments of Psychology and of Neuroscience, University of Virginia, Charlottesville, VA 22904,
USA
2. Departments of Neurosurgery and of Psychology, University of Virginia, Charlottesville, VA 22908,
USA

The influence of multiple firing events on the formation and stability of activity
patterns in continuous attractor networks

David Lyttle!*, Alfredo Weitzenfeld*, Jean-Marc Fellous®?, and Kevin Lin!?

LProgram in Applied Mathematics, University of Arizona, Tucson, AZ 85721, USA

2Department of Mathematics, University of Arizona, Tucson, AZ 85721, USA

3 Department of Psychology, University of Arizona, Tucson, AZ 85721, USA

4 Department of Computer Science and Engineering, University of South Florida, Tampa, FL 33620,
USA

Invariance of Visual Operations at the Level of Receptive Fields
Tony Lindeberg*

Department of Computational Biology, School of Computer Science and Communication, KTH Royal
Institute of Technology, SE-100 44 Stockholm, Sweden

Analytical results for integrate-and-fire neurons driven by dichotomous noise

1,2%

Felix Droste!:?*, Benjamin Lindner!:

L Bernstein Center for Computational Neuroscience, Berlin, 10115, Germany
2 Institute for Physics, Humboldt-Universitat zu Berlin, Berlin, 12489, Germany

Generalized synchronous output of neural populations — does it only encode fast
stimulus components?

1,2

Alexandra Kruscha®?*, Benjamin Lindner’?

L Bernstein Center for Computational Neuroscience, Berlin, 10115, Germany
2 Institute for Physics, Humboldt-Universitat zu Berlin, Berlin, 12489, Germany

Mutual Information Density of Stochastic Integrate-and-Fire Models
Davide Bernardi'?*, Benjamin Lindner®3

LBernstein Center for Computational Neuroscience, Berlin 10115, Germany
2Department of Physics, Freie Universitat Berlin, Berlin , Berlin 14195, Germany
3 Department of Physics, Humboldt-Universitit zu Berlin, Berlin , Berlin 12489, Germany

Does noise shift or delete spikes?
Sergej Voronenko!*, Benjamin Lindner!:?

I Department of Physics, Humboldt-Universitdt zu Berlin, Berlin, 12489, Germany
2Bernstein Center for Computational Neuroscience, Berlin, 10115, Germany

141



P247

P248

P249

P250

P251

P252

P253

142

On the effect of network structure and synaptic mechanisms on sustained bursting
activity

Tuomo Miki-Marttunen!?*, Jugoslava Acimovic!, Keijo Ruohonen?, and Marja-Leena Linne!

L Department of Signal Processing, Tampere University of Technology, Tampere, 33101, Finland
2Department of Mathematics, Tampere University of Technology, Tampere, 33101, Finland

Divisive and non-monotonic gain control in open-loop neural circuits
Jorge F Mejias'*, Alexandre Payeur!, Erik Selin!, Leonard Maler??, and Andre Longtin!?

! Department of Physics, University of Ottawa, Ottawa, ON, KIN6N5, Canada

2Department of Cellular and Molecular Medicine, University of Ottawa, Ottawa, ON, K1H8MS5,
Canada

3 Centre for Neural Dynamics, University of Ottawa, Ottawa, ON, KIN6N5, Canada

Learning to perform contrast-invariant cancellation of redundant stimuli
Jorge F Mejias'*, Gary Marsat?3, Kieran Bol', Leonard Maler®*, and Andre Longtin'*

! Department of Physics, University of Ottawa, Ottawa, ON KIN6N5, Canada

2 Department of Cellular and Molecular Medicine, University of Ottawa, Ottawa, ON K1H8M5, Canada
3Department of Biology & Center for Neuroscience, West Virginia University, Morgantown, WV
26506, USA

4 Centre for Neural Dynamics, University of Ottawa, Ottawa, ON KIN6N5, Canada

Positive sparse coding of natural images: a theory for simple cell tuning
David Barrett!?*, Sophie Denéve!, and Christian Machens?

Yinstitut D'Etude de la Cognition, Ecole Normale Supérieure, Paris, France
2 Champalimaud Centre for the Unknown, Lisbon, Portugal

Network oscillations in a neural mass model induced by metabolic modulation are
consistent with EEG data of neocortical epileptic seizure onset

Florian Dehmelt"?*, Christian Machens?

LEcole Normale Superieure, Paris, France
2 Champalimaud Neuroscience Programme, Lisbon, Portugal

A Large Deviation Principle for Networks of Rate Neurons with Correlated Synap-
tic Weights

Olivier Faugeras*, James Maclaurin

NeuroMathComp Laboratory, INRIA Sophia-Antipolis, FRANCE

— Withdrawn —



P254

P255

P256

P257

P258

P259

P260

Motion control of thumb and index finger of an artificial hand for precision grip
using asynchronous decoding of CM cell activity

Selim Eskiizmirliler’:?, Olivier Bertrand®, Michele Tagliabue!, and Marc Maier!:?*

LCNRS UMR 8194, University Paris Descartes, Sorbonne Paris Cité, Paris, F-75006, France
2University Paris Diderot, Sorbonne Paris Cité, Paris, F-75013, France

Inferring network model from local field potentials
Julia Makarova'*, Oscar Herreras', and Valeri Makarov?

! Dept. of Systems Neuroscience, Instituto Cajal, CSIC, Madrid, Spain, 28002
2Dept. of Applied Mathematics, F. CC. Matemaéticas, Universidad Complutense, Madrid, Spain,
28040

Neuronal chains as processing units of long scale wave information
Jose Antonio Villacorta Atienza, Valeri Makarov*

Dept. of Applied Mathematics, F. CC. Matematicas, Universidad Complutense, Madrid, Spain, 28040

The Hopfield-like neural network with governed ground state
Leonid Litinskii*, Magomed Malsagov

Scientific Research Institute for System Analysis Russian Academy of Sciences, Moscow, Russia,
119333

How conductance distributions are shaped by activity-dependent regulation rules
Timothy O'Leary*, Alex Williams, Jonathan Caplan, and Eve Marder
Volen Center for Complex Systems, Brandeis University, Waltham, MA 02454, USA

The rectification of an electrical synapse can change the functional output of a
pattern-generating circuit

Gabrielle Gutierrez*, Eve Marder

Volen Center for Complex Systems, Brandeis University, Waltham, MA 02454, USA

Recovering directed networks in neuroimaging datasets using partially conditioned
Granger causality

Guorong Wu'?, Wei Liao?, Sebastiano Stramaglia*, and Daniele Marinazzo*

LFaculty of Psych. and Ed. Sciences, Dept. of Data Analysis, Ghent University, 1, B-9000 Ghent,
Belgium

2Key Laboratory for Neurolnformation of Ministry of Education, UESTC, Chengdu, 610054, China

3 Center for Cognition and Brain Disorders, Hangzhou Normal University, Hangzhou 310015, China.
4 Dipartimento di Fisica e Istituto Nazionale di Fisica Nucleare, Sezione di Bari, Bari, 70126, Italia

143



P261

P262

P263

P264

P265

P266

144

Maximizing the efficiency of decoding by selecting heterogeneous inputs from a
population of electrosensory neurons responding to communication signal

Gary Marsat*

Department of Biology & Center for Neuroscience, West Virginia University, Morgantown, WV 26506,
USA

V1 neurons can distinguish between motion in the world and visual displacements
due to eye movements: a microsaccade study

Xoana Troncoso®2*, Ali Najafian Jazi'3, Jorge Otero-Millan'*, Stephen Macknik!, and Susana
Martinez-Conde!

L Barrow Neurological Institute, Phoenix, Arizona 85013, USA

2Unité de Neurosciences Information et Complexité (UNIC), CNRS, Gif sur Yvette, 91198, France
3 Arizona State University, Tempe, Arizona 85287, USA

4University of Vigo, Vigo, 36310, Spain

Binary matrices and simplicial complexes: an algebraic-statistics tool to analyze
co-activation of electrophysiological signals in cortical cultures

Virginia Pirino'*, Paolo Massobrio!, Eva Riccomagno?, and Sergio Martinoia!

I Department of Informatics, Bioengineering, Robotics and Systems Engineering, University of Genova,
Genova, 16145, Italy
2Department of Mathematics, University of Genova, Genova, 16146, Italy

Concurrent scale-free and small-world networks support criticality in cortical en-
sembles

Paolo Massobrio'*, Valentina Pasquale?, and Sergio Martinoia?

! Department of Informatics, Bioengineering, Robotics and Systems Engineering (DIBRIS), University
of Genova, Genova, 16145, ITALY
2Department of Neuroscience and Brain Technologies - NTECH, Istituto Italiano di Tecnologia (11T),
Via Morego 30, 16163, Genova, IT

Modular versus uniform cultured neuronal networks: a modeling study
Przemyslaw Nowak*, Paolo Massobrio, and Sergio Martinoia

Department of Informatics, Bioengineering, Robotics and System Engineering, University of Genova,
Genova, 16145, Italy

Inferring effective dynamics in large-scale networks of cortical neurons
Netta Haroush®, Shimon Marom!, Paolo Del Giudice*?, and Maurizio Mattia®*

YFaculty of Medicine, Technion - Israel Institute of Technology, Haifa, Israel
2Department of Technologies and Health, Istituto Superiore di Sanita, Rome, Italy
3Sezione Roma |, Istituto Nazionale di Fisica Nucleare, Roma, Italy



P267

P268

P269

P270

P271

P272

P273

Non-instantaneous synaptic transmission in spiking neuron networks and equiva-
lence with delay distribution

Matteo Biggio!, Marco Storace!*, and Maurizio Mattia?

L Department of Electrical, Electronic, Telecommunications Engineering, and Naval Architecture, Uni-
versity of Genoa, Genova, Via Opera Pia 11A, 16145, Italy
2Department of Technologies and Health, Istituto Superiore di Sanita, Rome, Italy

Dynamical features of stimulus integration by interacting cortical columns
Robin Cao'?*, Jochen Braun!, and Maurizio Mattia?

L Cognitive Biology, Center for Behavioral Brain Sciences, Magdeburg, Germany
2Department of Technologies and Health, Istituto Superiore di Sanita, Roma, Italy

Calcium buffering as a mechanism of short-term synaptic plasticity
Victor Matveev*

Department of Mathematical Sciences, New Jersey Institute of Technology, Newark, NJ 07102, USA

Likelihood-free Bayesian Analysis of Neural Network Models
Brandon Turner!*, Per Sederberg?, and James Mcclelland!

L Psychology Department, Stanford University, Palo Alto, CA, 94035, USA
2Psychology Department, The Ohio State University, Columbus, OH, 43210, USA

Temporal sequence learning in reentrantly coupled winner-take-all networks of
spiking neurons

Jeffrey Mckinstry*
The Neurosciences Institute, La Jolla, California 92037, USA

Electrocutaneous stimulus setting for identification of the ascending nociceptive
pathway

Huan Yang*, Jan Buitenweg, and Hil Meijer

Department of Mathematics, Electrical Engineering, Computer Science and Mathematics, University
of Twente, Enschede, Postbus 217, 7500 AE, the Netherlands

Computational optimum of recurrent neural circuits at intermediate numbers of
nonlinear dendritic branches

1,34

David Breuer’®*, Marc Timme!?3, and Raoul-Martin Memmesheimer®*

I Network Dynamics, Max Planck Institute for Dynamics & Self-Organization, Géttingen, Germany
2Bernstein Center for Computational Neuroscience Géttingen, Gottingen, Germany

3 Fakultst fiir Physik, Georg-August-Universitat Géttingen, Gottingen, Germany

4Max Planck Institute of Molecular Plant Physiology, Potsdam-Golm, Germany

®Donders Institute, Department for Neuroinformatics, Radboud Universiteit Nijmegen, Nijmegen,
Netherlands
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Locomotor rhythm and pattern generating networks of the human lumbar spinal
cord: an electrophysiological and computer modeling study

Simon Danner!?*, Frank Rattay!, Ursula S Hofstoetter?, Milan R Dimitrijevic®, and Karen
Minassian?

Linstitute for Analysis and Scientific Computing, Vienna University of Technology, Vienna, Austria
2 Center for Medical Physics and Biomedical Engineering, Medical University of Vienna, Vienna,
Austria

3Baylor College of Medicine, Houston, TX, USA

Anticipated Synchronization in Neuronal Motifs
Fernanda Matias'?*, Leonardo Gollo??3, Pedro Carelli', Mauro Copelli!, and Claudio Mirasso®

L Departmento de Fisica, Universidade Federal de Pernambuco, Recife, Pernambuco 50670-901, Brazil
2 Instituto de Fisica Interdisciplinar y Sistemas Complejos, CSIC-UIB, Campus Univesitat de les Illes
Balears E-07122 Palma de Mallorca, Spain

3Systems Neuroscience Group, Queensland Institute of Medical Research, Brisbane, QLD 4006, Aus-
tralia

Inferred Ising model unveils potentiation of pairwise neural interactions and replay
of rule-learning related neural activity.

Ulisse Ferrari'*, Gaia Tavoni'?, Francesco P Battaglia®, Simona Cocco?, and Remi Monasson'

Y aboratoire de Physique Theorique, Ecole Normale Superieure, 24 rue Lhomond Paris, 75005, FR
2 aboratoire de Physique Statistique, Ecole Normale Superieure, 24 rue Lhomond Paris, 75005, FR
3Donders Centre for Neuroscience, Nijmegen, The Netherlands;

Repetition suppression/enhancement effects as a result of attractor dynamics in
local cortical networks

1,2

Elisa Tartaglia'?*, Nicolas Brunel?, and Gianluigi Mongillo?

L Center for Neuroscience and Cognitive Systems @UniTn, Istituto Italiano di Tecnologia, Rovereto,
Italy

2 Departments of Statistics and Neurobiology, University of Chicago, Chicago, IL, 606037, USA

3L aboratoire de Neurophysique et Physiologie, CNRS UMR 8119, Université Paris Descartes, 75270
Paris, France

Bayesian Inference from Single Spikes
Travis Monk*, Michael Paulin
Department of Zoology, University of Otago, Dunedin, New Zealand

Phase-of-firing coding of dynamical whisker stimuli and the thalamocortical code
in barrel cortex

Sohail Siadatnejad*, Michael R Bale, Rasmus S Petersen, and Marcelo Montemurro

Faculty of Life Sciences, University of Manchester, Manchester, M13 9PL, UK
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Trial by trial decoding of decisions in monkey MT cortex from small neuronal
populations

Ramon Nogueira'*, Jan Drugowitsch?, Jordi Navarra’?, and Ruben Moreno-Bote!:?

L Research Unit, Parc Sanitari Sant Joan de Deu and Universitat de Barcelona, Esplugues de Llobregat,
Barcelona, Spain, 08950

2 Centro de Investigacion Biomédica en Red de Salud Mental (CIBERSAM), Esplugues de Llobregat,
Barcelona, Spain, 08950

3 Institut National de la Santé et de la Recherche Médicale & Ecole Normale Supérieure, Paris, France,
75005

Spontaneous population activity fluctuations boost sensory tuning curves and gate
information processing

Ifiigo Romero Arandial'?*, Jan Drugowitsch3, Adam Kohn*®, and Ruben Moreno-Bote!?

! Research Unit, Parc Sanitari Sant Joan de Deu and Universitat de Barcelona, Esplugues de Llobregat,
Barcelona, Spain, 08950

2 Centro de Investigacion Biomédica en Red de Salud Mental (CIBERSAM), Esplugues de Llobregat,
Barcelona, Spain, 08950

3 Institut National de la Santé et de la Recherche Médicale & Ecole Normale Supérieure, Paris, France,
75005

4 Dominick Purpura Department of Neuroscience and

% Ophthalmology and Visual Science, Albert Einstein College of Medicine, Bronx, New York, 10461

Effect of Alzheimer’s disease on the dynamical and computational characteristics
of recurrent neural networks

Claudia Bachmann'*, Tom Tetzlaff!, Susanne Kunkel®!, Philipp Bamberger?, and Abigail
Morrison!2:34

Linst. of Neuroscience and Medicine (INM-6) and Inst. for Advanced Simulation (IAS-6), Jiilich Re-
search Centre and JARA, Germany

2Simulation Laboratory Neuroscience — Bernstein Facility Simulation and Database Technology, In-
stitute for Advanced Simulation, Jiilich Aachen Research Alliance, Jiilich Research Centre, Germany
3Inst. of Cognitive Neuroscience, Faculty of Psychology, Ruhr University Bochum, Germany

4 Bernstein Center Freiburg, Albert-Ludwigs University, Freiburg, Germany

Syntax processing properties of generic cortical circuits

1,2% 1,34

Renato Duarte!?*, Peggy Series?, and Abigail Morrison

! Bernstein Center Freiburg, Albert-Ludwig University of Freiburg, Freiburg im Breisgau, 79104, Ger-
many

2 Institute for Adaptive and Neural Computation, School of Informatics, University of Edinburgh, Ed-
inburgh, EH8 9AB, UK

3 Institute of Neuroscience and Medicine (INM-6), Computational and Systems Neuroscience, Jiilich
Research Center, Jiilich, 52425, Germany

4Institute of Cognitive Neuroscience, Faculty of Psychology, Ruhr-University Bochum, Bochum,
44801, Germany
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Aspects of randomness in biological neural graph structures
Michelle Rudolph-Lilith, Lyle Muller*

Unité des Neurosciences, Information et Complexité (UNIC), Centre National de la Recherche Scien-
tifique (CNRS), Gif-sur-Yvette, 91198, FRANCE

Oscillations and chaos in the dynamics of the BCM learning rule
Lawrence Udeigwe!*, Bard Ermentrout?, and Paul Munro!

1 School of Information Sciences, University of Pittsburgh, Pittsburgh, Pa 15260, USA
2Department of Mathematics, University of Pittsburgh, Pittsburgh, Pa 15260, USA

Discriminating legitimate oscillations from broadband transients
Vasile Vlad Moca*, Raul Cristian Muresan

Department of Experimental and Theoretical Neuroscience, Center for Cognitive and Neural Studies
(Coneural), Romanian Institute of Science and Technology, Cluj-Napoca, Cluj, 400487, Romania

— Withdrawn —

Categorical perception in monkeys: modeling implicit learning of discrete cate-
gories

Samarth Chandra!, Mark Eldridge!, Félix Hartmann?3, Narihisa Matsumoto?, Barry Rich-
mond?, and Jean-Pierre Nadal®*

YL aboratory of Neuropsychology, NIMH/NIH/DHHS, Bethesda, MD 20892-4415, USA

2[ aboratoire de Physique Statistique, CNRS UMR8550, Ecole Normale Supérieure, Paris, 75231 cedex
05, France

31 ERFoB, UMR INRA-AgroParisTech 1092, Centre INRA de Nancy-Lorraine, 54280 Champenoux,
France

4Human Technology Research Institute, National Institute of Advanced Industrial Science and Tech-
nology, Tsukuba, Ibaraki 305-8561, Japan

®Centre d’Analyse et de Mathématique Sociales, CNRS UMR8557, Ecole des Hautes Etudes en Sci-
ences Sociales, Paris, 75244 cedex 13, France

Membrane resonance of bursting neuron captured with an ICa/lh model using
multi-objective evolutionary algorithms

David Fox!*, Hua-An Tseng!, Horacio G. Rotstein?, and Farzan Nadim?!?

! Department of Biological Sciences, NJIT-Rutgers University, Newark, NJ 07102, USA
2Department of Mathematical Sciences, NJIT, Newark, NJ 07102, USA

Classification of multivariate data with a spiking neural network on neuromorphic
hardware

Michael Schmuker'?*, Thomas Pfeil®, and Martin Paul Nawrot!-

! Theoretical Neuroscience, Institute of Biology, Freie Universitit Berlin, Berlin, 14195, Germany
2Bernstein Center for Computational Neuroscience Berlin, Berlin, 10115, Germany
3Kirchhoff-Institute for Physics, Heidelberg University, Heidelberg, 69120, Germany
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Tuesday Posters
Posters P291 — P435

Predicting deep-brain stimulation frequencies to suppress pathological population
oscillations in a network model of Parkinson’s disease

Abbey Holt'*, Theoden Netoff?

! Department of Neuroscience, University of Minnesota, Minneapolis, Minnesota, 55455, USA
2Department of Biomedical Engineering, University of Minnesota, Minneapolis, Minnesota, 55455,
USA

Designing Anti-Epileptic Drugs Using Neuronal Dynamics
Tyler Stigen*, Theoden Netoff
Biomedical Engineering, University of Minnesota, Minneapolis, MN 55455, USA

Spontaneous Ca++ oscillations in astrocytes initiate high-frequency oscillations
in model hippocampal network

Vivek Nagaraj'*, Theoden Netoff?

! Graduate Program in Neuroscience, University of Minnesota, Minneapolis, MN 55454, USA
2Biomedical Engineering, University of Minnesota, Minneapolis, MN 55454, USA

Modeling the development of coarse-to-fine processing in the central visual path-
way

Jasmine A Nirody*
Biophysics Graduate Group, University of California, Berkeley, Berkeley, CA, 94720, USA

Impact of noise on theta-nested gamma oscillations in a spiking continuous at-
tractor model of grid cells

Lukas Solanka'?*, Mark van Rossum?, and Matthew F Nolan®

'Doctoral Training Centre in Neuroinformatics and Computationial Neuroscience, University of Ed-
inburgh, Edinburgh, EH8 9AB, UK

2 Institute for Adaptive and Neural Computation, University of Edinburgh, Edinburgh, EH8 9AB, UK
3 Centre for Integrative Physiology, University of Edinburgh, Edinburgh, EH8 9XD, UK

In Vivo Connection Imaging Revealed Distinct Feedforward and Intrinsic Neurons
in Posterior Inferotemporal Cortex

Noritaka Ichinohe!?, Elena Borra?, and Kathleen S Rockland?

L Department of Ultrastructural Research, National Institute of Neuroscience, National Center of
Neurology and Psychiatry, Kodaira, Tokyo, Japan, 187-8502

2L aboratory for Cortical Organization and Systematics, RIKEN Brain Science Institute, Wako City,
Saitama, Japan, 351-0198
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A numerical renormalisation group method for the analysis of critical spreading
activity in spiking neural networks

Thomas G Corcoran*, Andy Philippides, and Thomas Nowotny

Centre for Computational Neuroscience and Robotics, University of Sussex, Falmer, BN1 9RH, UK

Changes in V1 orientation tuning when blocking astrocytic glutamate trans-
porters: Models for extra- and intrasynaptic mechanisms

Konstantin Mergenthaler'*, Dipanjan Roy!, Jeremy Petravicz?, Mriganka Sur?, and Klaus
Obermayer!

' Neural Information Processing, School of Computer Science and Electrical Engineering and Bern-
stein Center for Computational Neurocience, Technische Universitat Berlin, Germany

2Department of Brain and Cognitive Sciences, Piclower Institut for Learning and Memory, Mas-
sachusetts Institute of Technology, Cambridge, Massachusetts, USA

How adaptation currents and synaptic inhibition change threshold, gain and vari-
ability of neuronal spiking

1,2%

Josef Ladenbauer!?*, Moritz Augustin'?, and Klaus Obermayer!-?

! Neural Information Processing Group, Berlin Institute of Technology, Berlin, Germany
2Bernstein Center for Computational Neuroscience Berlin, Berlin, Germany

Effects of neuronal adaptation currents on network-based spike rate oscillations
Moritz Augustin®?*, Josef Ladenbauer®?, and Klaus Obermayer!-

! Neural Information Processing Group, Berlin Institute of Technology, Berlin, Germany
2Bernstein Center for Computational Neuroscience Berlin, Berlin, Germany

Predicting the location of the axon initial segment using spike waveform analysis:
simulations of retinal ganglion cell physiology

Matias | Maturana'2, Raymond Wong?#, Tania Kameneva'??*, Shaun L Cloherty®>*® Michael
Ibbotson®*6, Alex E Hadjinicolaou®*, David B Grayden2>7 Anthony N Burkitt"»?*7 Hamish
Meffin'25, and Brendan J O'Brien®*%

! NeuroEngineering Laboratory, Dept. of Electrical Electronic Engineering, University of Melbourne,
Australia

2 Centre for Neural Engineering, University of Melbourne, Australia

3The National Vision Research Institute, Australian College of Optometry, Australia

4Eccles Institute of Neuroscience, Australian National University, Australia

SNICTA Victoria Research Lab, Australia

8Dept. of Optometry and Vision Science, University of Melbourne, Australia

"Bionics Institute, Australia
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Estimating invariant dimensions in V2
Haruo Hosoya'?*, Kota Sasaki®, and Izumi Ohzawa?

Y Neural Information Analysis Laboratories, ATR International, Keihanna, Kyoto 619-0288, Japan
2 Presto, Japan Science and Technology Agency, Chiyoda, Tokyo, Japan
3 Graduate School of Frontier Biosciences, Osaka University, Toyonaka, Osaka 560-8531, Japan

Multi-Chimera States in FitzHugh-Nagumo Oscillators
Philipp Hoevel'?*, Iryna Omelchenko!:?

Yinstitut fiir Theoretische Physik, Technische Universitit Berlin, Berlin, 10623, Germany
2Bernstein Center for Computational Neuroscience, Humboldt-Universitat zu Berlin, Berlin, 10115,
Germany

Natural firing patterns reduce sensitivity of synaptic plasticity to spike-timing
Michael Graupner!, Srdjan Ostojic?*

L Center for Neural Science, New York University, New York
2 Group for Neural Theory, Laboratoire de Neurosciences Cognitives, Ecole Normale Superieure, Paris

Phase Transfer Entropy: A novel measure for effective connectivity among neu-
ronal oscillations

Felix Siebenhuehner*, Muriel Lobier, Satu Palva, and Matias Palva

Neuroscience Center, University of Helsinki, Finland

Assessing the role of synchronization and phase coherence in neural communica-
tion comparing cortical recordings and integrate-and-fire network models

2,3,4

Daniel Chicharro'*, Christoph Kayser?3%, and Stefano Panzeri'?

YCenter for Neuroscience and Cognitive Systems, Istituto Italiano di Tecnologia, Rovereto (Tn),
38068, Italy

2 Institute of Neuroscience and Psychology, University of Glasgow, Glasgow, G12 8QB, UK

3 Bernstein Center for Computational Neuroscience, Tiibingen, 72076, Germany

4Max Planck Institute for Biological Cybernetics, Tiibingen, 72076, Germany

How Noise Correlation Impact Population Code in Superior Colliculus: an Infor-
mation Theoretic Approach

Saba Farbodkial*, Kelly Shen?, Gregory S Day?, and Martin Pare!

L Center for Neuroscience Studies, Queen’s University, Kingston, Ontario, K7L 3N6, Canada
2Rotman Research Institute, Toronto, Ontario, M6A 2E, Canada
3 University of Toronto, Toronto, Ontario, M5S 3G4, Canada

Long-term effects of weak electrical stimulation on active neuronal networks
Davide Reato*, Marom Bikson, and Lucas C Parra

Department of Biomedical Engineering, The City College of the City University of New York, New
York, New York, 10031, USA
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Detection of neuronal signatures by means of data-driven tomography
Carlos Aguirre, Eduardo Serrano*, and Pedro Pascual

GNB Department of Computer Science, Universidad Auténoma de Madrid, Madrid, 28049, Spain

A model for selective visual attention predicts information routing
Daniel Harnack*, Udo A Ernst, and Klaus Pawelzik

Institut fiir Theoretische Physik, Universitat Bremen, Bremen, Germany

Role of cell type and synaptic connections during functionally relevant network
states in vitro

Antonio Pazienti'*, Alberto Bacci?

LEuropean Brain Research Institute, Rome, Italy
2Institut du Cerveau et de la Moelle épiniére, Paris, France

Sound envelope extraction in cochlear nucleus neurons: modulation filterbank and
cellular mechanism

Bertrand Fontaine*, Louisa Steinberg, and José L Pefia

D. P. Purpura Department of Neuroscience, Albert Einstein College of Medicine, Bronx, New York
10461

Trying hard not to listen: the evolution of information processing in vestibular
hair cells

Alessandro Venturino, Martina Rizza, Matteo Pedrazzoli, and Paola Perin*

Department of Brain and Behavioural Sciences, University of Pavia, Pavia, 27100 ITALY

Motion based prediction and development of response to an “on the way” stimulus
Mina Aliakbari Khoei'?*, Giacomo Benvenuti'?, Frederic Chavane?, and Laurent Perrinet!-?

Linstitut de Neurosciences de la Timone, UMR 7289, CNRS , Marseille, France
2 Aix-Marseille Université, Marseille, France

Olfactory Receptor Neuron Coding in the Turbulent Realm
Jean-Baptiste Masson'*, Christelle Monsempes?, Jean Pierre Rospars?, and Philippe Lucas?

LPhysics of Biological Systems, Institut Pasteur, CNRS URA 2171
2Physiologie de I'Insecte, Signalisation et Communication, UMR1272, INRA, UPMC.
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Bayesian entropy estimators for spike trains
Il Memming Park!*, Evan Archer?, and Jonathan Pillow!?

Yinstitute for Neuroscience and Department of Psychology, The University of Texas at Austin, TX
78712, USA

2 Institute for Computational and Engineering Sciences, The University of Texas at Austin, TX 78712,
USA

3Division of Statistics & Scientific Computation, The University of Texas at Austin, Austin, TX
78712, USA

Firing-rate models for neurons with a broad repertoire of spiking behaviors

Thomas Heiberg!*, Birgit Kriener!, Tom Tetzlaff?, Gaute T Einevoll!, and Hans Ekkehard
Plesser!

' Dept. of Mathematical Sciences & Technology, Norwegian Univ. Life Sciences, 1432 Aas, Norway
2Inst. of Neuroscience and Medicine (INM-6) and Inst. for Advanced Simulation (IAS-6), Jiilich
Research Center and JARA, Jiilich, Germany

EEG study of the neural representation and classification of semantic categories
of animals vs tools in young and elderly participants

Yugiao Gu'*, Giulia Cazzolli?, Brian Murphy?, Gabriele Miceli?, and Massimo Poesio'*

LCLIC, CIMeC - Center for Mind/Brain Sciences, Universita degli Studi di Trento, Rovereto (TN), |
— 38068, Italy

2CeRiN, CIMeC - Center for Mind/Brain Sciences, Universita degli Studi di Trento, Rovereto (TN),
I — 38068, Italy

3School of Computer Science, Carnegie Mellon University, Pittsburgh, PA 15213-3891, USA
4School of Computer Science and Electronic Engineering, University of Essex, Colchester, CO7 9QZ,
UK

Dendritic nonlinearities enable PFC microcircuits to serve as predictive modules
of persistent activity

+1,2%

Athanasia Papoutsi’?*, Panagiotis C Petrantonakis!, and Panayiota Poirazi'

Yinstitute of Molecular Biology and Biotechnology, Foundation for Research and Technology, Herak-
lion, Crete, 70013, Greece
2Department of Biology, University of Crete, Heraklion, Crete, 71409, Greece

Mathematical model of the thalamo-cortical loop by dysfunction in schizophrenia
Nils Rosjat*, Silvia Daun-Gruhn, and Svitlana Popovych

Emmy-Noether Research Group of Computational Biology, Department of Animal Physiology, Uni-
versity of Cologne, 50674 Cologne, Germany
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Long-Term Potentiation Through Calcium-Mediated N-Cadherin Interaction is
Tightly Controlled by the Three-Dimensional Architecture of the Synapse

Stephan Grein'*, Stefanie Bunse?, Erin Schuman?, and Gillian Queisser!

L Goethe Center for Scientific Computing, Frankfurt am Main, Hessen, Germany
2Max Planck Institute for Brain Research, Frankfurt am Main, Hessen, Germany

Slow Sodium-Channel Inactivation Underlies Spike Threshold Variability
Paul Harrison®?3* Mark Wall?, and Magnus J E Richardson?

YMOAC DTC, University of Warwick, Coventry, CV4 7AL, UK
2School of Life Sciences, University of Warwick, Coventry, CV4 7AL, UK
3Warwick Systems Biology Centre, University of Warwick, Coventry, CV4 7AL, UK

The structure of human olfactory space
Alexei Koulakov!'*, Dmitry Rinberg?

LCold Spring Harbor Laboratory, Cold Spring Harbor, NY, 11724, USA
2New York University, New York, NY, 10016, USA

A cortical theory of super-efficient probabilistic inference based on sparse dis-
tributed representations

Gerard Rinkus*
Neurithmic Systems, 275 Grove St., Suite 2-400, Newton, Mass, 02466

Striatal ensembles continuously represent animals kinematics and limb movement
dynamics during execution of a locomotor habit

Pavel Rueda-Orozco*, David Robbe
INSERM, U901; Aix-Marseille University, UMR 901; INMED France

A novel anxiety index for the rat behavior in the elevated plus-maze
Rafael Arantes!, Julian Tejada!, Geraldine Bosco?, Silvio Morato®, and Antonio C Roque!*

LDepartamento de Fisica, FFCLRP, Universidade de S50 Paulo, Ribeirdo Preto, SP, 14040-901, Brazil
2Departamento de Mateméatica e Computacdo, FFCLRP, Universidade de Sdo Paulo, Ribeirdo Preto,
SP, 14040-901, Brazil

3 Departamento de Psicologia e Educagcdo, FFCLRP, Universidade de S0 Paulo, Ribeirdo Preto, SP,
14040-901, Brazil

Lateral inhibition and odor discrimination in a model of the olfactory bulb
Denise Arruda, Antonio C Roque*

Departamento de Fisica, FFCLRP, Universidade de S0 Paulo, Ribeirdo Preto, SP, 14040-901, Brazil
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CPU-GPU hybrid platform for efficient spiking neural-network simulation

Francisco Naveros Arrabal'*, Niceto Luque!, Jesus Garrido?, Richard Carrillo!, and Eduardo
Ros!

! Dept. of Computer Architecture and Technology, University of Granada, Granada, Spain
2Dept. of Brain and Behavioral Sciences. University of Pavia, Consorzio Interuniversitario per le
Scienze Fisiche della Materia (CNISM), Pavia, Italy

Connection Control Implications in a Distributed Plasticity Cerebellar Model
Niceto Luque'*, Jesus Garrido?, Richard Carrillo!, and Eduardo Ros!

' Dept. of Computer Architecture and Technology. University of Granada, Granada, Spain
2Dept. of Brain and Behavioral Sciences. University of Pavia, Consorzio Interuniversitario per le
Scienze Fisiche della Materia (CNISM), Pavia, Italy

Linking neural mass signals and spike train statistics through point process and
linear systems theory

Moritz Deger'*, Arvind Kumar?, Ad Aertsen?, and Stefan Rotter?

L School of Life Sciences, Brain Mind Institute and School of Computer and Communication Sciences,
Ecole Polytechnique Fédérale de Lausanne, 1015 EPFL, Switzerland
2Bernstein Center Freiburg & Faculty of Biology, University of Freiburg, 79104 Freiburg, Germany

Nonlinear Dynamics of Large-Scale Activity in “Networks of Networks”
Fereshteh Lagzi'*, Fatihcan Atay?, and Stefan Rotter!

L Bernstein Center Freiburg & Faculty of Biology, University of Freiburg, Germany
2Max Planck Institute for Mathematics in the Sciences Leipzig, Germany

Going Beyond Poisson Processes: A New Statistical Framework in Neuronal Mod-
eling and Data Analysis

Taskin Deniz*, Stefan Rotter

Bernstein Center Freiburg & Department of Biology, Freiburg University, Freiburg, 79104, Germany.

A computational view of area 3b of primary somatosensory cortex

1,2%

Georgios Detorakis?*, Nicolas Rougier?

L Computer Science, University of Lorraine, Nancy, 54000, France
2INRIA Nancy - Grand Est, Villers les Nancy, 54603 Cedex, France
3INRIA Bordeaux - Sud Ouest, Cours de la Liberation, 33405 Talence Cedex, France
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Sparse coding model captures V1 population response statistics to natural movies

Mengchen Zhu!, lan Stevenson?, Urs Kdster?, Charles Gray®, Bruno Olshausen?, and Christo-
pher Rozell**

! Department of Biomedical Engineering, Georgia Institute of Technology, Atlanta, GA 30332 USA
2Redwood Center for Theoretical Neuroscience, University of California, Berkeley, Berkeley, CA 94720

USA

3 Cell Biology and Neuroscience, Montana State University, Bozeman, MT 59717, USA

4School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA 30332,
USA

A sparse coding model of V1 produces surround suppression effects in response
to natural scenes

Allison Del Giorno'*, Mengchen Zhu?, and Christopher Rozell*

LElectrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA 30332, USA
2Biomedical Engineering, Georgia Institute of Technology, Atlanta, GA 30332, USA

Fine temporal structure of neural synchronization
Sungwoo Ahn!, Leonid Rubchinsky!?*

! Department of Mathematical Sciences and Center for Mathematical Biosciences, Indiana University
Purdue University Indianapolis, Indianapolis, IN 46202, USA

2Stark Neurosciences Research Institute, Indiana University School of Medicine, Indianapolis, IN
46202, USA

Inferring effective computational connectivity using incrementally conditioned
multivariate transfer entropy

Joseph Lizier'?*, Mikail Rubinov®*

LCSIRO Information and Communications Technology Centre, Marsfield, NSW 2122, Australia
2Max Planck Institute for Mathematics in the Sciences, 04103 Leipzig, Germany

3 Department of Psychiatry, University of Cambridge, Cambridge, United Kingdom

4 Churchill College, University of Cambridge, Cambridge, United Kingdom

Control of breathing by interacting pontine and pulmonary feedback loops
Yaroslav Molkov!'*, Bartholomew Bacak?, Thomas Dick?, and llya Rybak?

!Department of Mathematical Sciences, Indiana University — Purdue University Indianapolis, IN
46202, USA

2Department of Neurobiology and Anatomy, Drexel University College of Medicine, Philadelphia, PA
19129, USA

3 Departments of Medicine and Neurosciences, Case Western Reserve University, Cleveland, OH 44106,
USA
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Computational modeling of spinal neural circuits involved in transition to hopping
pattern in EphA4 knock-out mice

Natalia Shevtsova'*, Ole Kiehn?, and llya Rybak!

! Department of Neurobiology and Anatomy, Drexel University College of Medicine, Philadelphia, PA,
USA
2Department of Neuroscience, Karolinska Institute, Stockholm, Sweden

Method for analyzing spike patterns with Markov transition matrices and
Kullback-Leibler divergence

Carl Sabottke*

Department of Biological Sciences, Louisiana State University, Baton Rouge, Louisiana 70803, USA

Cortical origin of Up state onsets and offsets in anesthetized rats
Maria Perez-Zabalza'*, Maurizio Mattia®, Nuria Tort!, and Maria Victoria Sanchez-Vives!

LIDIBAPS
2[stituto Superiore di Sanita, Rome, Italy
3ICREA

Network topology and intrinsic excitability of the existing network drive integration
patterns in a model of adult neurogenesis.

James P Roach'*, Michal Zochowski'?>®, and Leonard Sander?

' Neuroscience Graduate Program, University of Michigan, Ann Arbor, MI, 48109 USA
2Department of Physics, University of Michigan, Ann Arbor, MI, 48109 USA
3 Biophysics Program, University of Michigan, Ann Arbor, MI, 48109 USA

Modeling the effects of anomalous diffusion on synaptic plasticity
Toma Marinov*, Fidel Santamaria

Department of Biology, The University of Texas at San Antonio, San Antonio, TX, 78249, USA

Activation-dependent learning rule for GPCR localization - 5ht2AR regulation in
Prefrontal Cortical Neurons

Gabriele Scheler*

Carl-Correns-Foundation, Mountain View, Ca 94040, USA

— Withdrawn —

The shaping of the coherence function of resonate-and-fire neuron models

1,2

Sven Blankenburg!?*, Benjamin Lindner’®, and Susanne Schreiber!-?

1 Bernstein Center for Computational Neuroscience, Berlin, 10115, Germany
2 Institute for Theoretical Biology, Humboldt-Universitat zu Berlin, Berlin, 10115, Germany
3 Institute for Physics, Humboldt-Universitit zu Berlin, Berlin, 12489, Germany
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Influence of biophysical properties on temporal filters in a sensory neuron
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